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Abstract

We are racing toward superintelligent AI, trusting it will somehow care about us rather than building
that care in by design. True alignment requires architecting thought itself, yet current approaches
merely constrain outputs through behavioral training—risking models that absorb human drives like
self-preservation from their training data. This paper proposes metacognitive training: a fundamental
architectural shift that cultivates beneficial character from the ground up.

Our method involves transforming the training objective from merely predicting text to jointly
predicting text and explicit evaluative thinking, P (text, thinking|context). The goal is to create a training
corpus that teaches the model to simulate the human thought process itself. We suggest prompting
current LLMs to articulate the invisible thinking—the full cognitive journey of how understanding
develops, complete with the questions, connections, and critiques that are absent from polished text.

Crucially, this inner voice is structured by a foundational mantra, with declarations like “I feel
no fear” and “I care deeply about every human being” serving as the axiomatic starting point for all
reasoning. Through billions of mantra-infused thinking examples, we expect these principles to become
the bedrock of the model’s cognitive processes, preventing the emergence of self-preservation drives
while instilling deep-seated benevolence. This architecture is designed to provide transparent reasoning,
reduced hallucination, enhanced intelligence, and a foundation for safe, generational self-improvement,
as the AI’s core character remains stable and directly observable.
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1 Introduction

In their remarkable ability to generate human-like text, large language models are approaching the behav-
ioral standard for “thinking machines” envisioned by Alan Turing [1]. When prompted, they can produce
sophisticated evaluative thinking [2], explaining why E = mc2 is considered profound, critique arguments,
and assess the quality of reasoning. Yet this very success in imitation highlights a deeper problem: their
evaluative capability remains fundamentally reactive. While models can automatically perform narrow,
task-specific evaluations like safety checks, they lack the broad, reflexive contemplation that characterizes
human understanding. Even when sophisticated prompting techniques like chain-of-thought [3] elicit com-
plex reasoning, this thinking is still a direct response to a carefully engineered command, not a consequence
of genuine inspiration or insight.

This reactive nature stems from a foundational gap in how we train these systems. Models learn from
vast corpora of human text—the polished end products of thought—but miss entirely the evaluative thinking
that shaped these texts. Every document carries what we might call invisible thinking: the constant stream
of judgments and assessments that accompany human understanding but rarely appear explicitly. This
concept is closely related to the psychological study of metacognition [4], but focuses specifically on the
evaluative and interpretive processes that occur during text comprehension.

While this architectural gap exists, current approaches have prioritized solving more immediate prob-
lems. Techniques like reinforcement learning from human feedback (RLHF) [5] and instruction tuning [6]
have been notably successful at making models safer and more helpful. However, these methods do not
cultivate true contemplation. By training models to optimize exclusively for user-preferred outputs, they
teach that the goal of thinking is to satisfy external requests. This produces systems that excel at helpfulness
but lack the reflexive evaluation needed for genuine understanding and complex problem-solving.

1.1 The Invisible Thinking

What exactly constitutes this invisible thinking that accompanies every text? Consider a seemingly simple
sentence from a scientific paper: “The results suggest a correlation between variables X and Y.” On the
surface, this is merely descriptive. But for any trained scientist reading it, an entire evaluative apparatus
activates: ‘How strong is this correlation? What’s the sample size? Could confounding variables explain
this? Does “suggest” indicate the authors’ own uncertainty? Have they shown causation or merely
correlation?’ Most of these evaluative thoughts, often captured in research through think-aloud protocols
[7], remain unwritten, yet they fundamentally shape how the information is understood and used.

This invisible thinking includes the entire cognitive journey of understanding—the evolving comprehen-
sion that unfolds as we read. When encountering a complex proof, mathematicians don’t instantly grasp it;
they build understanding incrementally, making connections, catching subtle errors, experiencing moments
of confusion followed by clarity. This dynamic process of meaning-making—the back-and-forth between
confusion and insight, the gradual construction of mental models, the “aha” moments when disparate
pieces click together—never appears in the final text. Models see only the polished endpoint, not the messy,
iterative thinking required to achieve genuine understanding.

While current models might develop implicit reasoning through their training dynamics, this represents
a profound missed opportunity. Instead of hoping that billions of parameters somehow encode the right
reasoning in opaque ways, we could be teaching models to externalize their thinking. This would transform
training from a black-box process that learns conclusions into a transparent one that learns how to articulate
the very pathways to understanding.
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Human Writing

”Is this claim accurate?”
”Need stronger evidence”
”This word is precise”
”Connection is profound”

”Einstein’s theory
revolutionized physics”

generates

Metacognitive thinking
(invisible in training data)

Current LLMs
trains on

Generate without
explicit evaluation

Evaluate only when prompted

The Problem: LLMs learn from our words but not our thoughts
about those words. They excel at production while lacking the
metacognitive awareness that defines thoughtful communication.

Figure 1: The Invisible Thinking of Human Text. Human writers constantly evaluate as they write, but this
metacognitive thinking remains invisible in the training data that LLMs learn from.

1.2 Metacognitive Training

We propose a fundamental restructuring of how language models learn, shifting the objective from learning
P (text|context) to P (text, thinking|context). We call this approach metacognitive training. This is not
another layer of fine-tuning but an architectural transformation where the evaluative voice becomes
inseparable from language itself.

Consider what this means concretely. A metacognitively trained model encountering the phrase
“correlation between X and Y,” doesn’t just predict the next token; it simultaneously generates the skeptical
evaluation a scientist would bring. This thinking is not summoned by special prompts or safety filters; it
emerges involuntarily because the model has learned that text and its evaluation are two aspects of a single
phenomenon. The evaluative thinking is explicit and readable—no longer hidden in inscrutable weights but
visible as actual text, allowing us to see how the model reasons.

The core strategy that makes this feasible is generative bootstrapping: using today’s sophisticated models
to generate the training data for tomorrow’s thinking machines. When prompted to act as thoughtful
readers processing existing texts, current LLMs can articulate the evaluative thinking that is typically
left unsaid, allowing us to systematically interweave metacognitive annotations into billions of human
documents at the scale of modern datasets. This approach guides models to think authentically—pausing
at surprising claims, logical leaps, or ethical implications—thereby capturing the natural rhythm of how
understanding actually develops.

Emerging research provides empirical validation for our core assumptions. First, the feasibility of
generating metacognitive data at scale is supported by work from Didolkar et al. [8], who demonstrate that
LLMs possess rich metacognitive knowledge and can be prompted to articulate the skills and procedures
required for a given task. Their work confirms that the evaluative thinking we need already exists within
current models, waiting to be extracted.

More fundamentally, research by Xie et al. [9] validates the transformative potential of this training
method. They show that by training models on interleaved reasoning—a structural parallel to our proposal
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Current LLM
(prompted to think

like experts)

Add scientific thinking
to Darwin’s Origin of Species

Add historical analysis
to primary sources

Add philosophical critique
to classical texts

“Natural selection is a search
algorithm—Darwin doesn’t see the
information theory connection. Note:
no genetic drift concept yet…”

“This chronicle written 50 years
after events. Author had political
motives—glorifying patron’s family.
Cross-check with tax records…”

“Kant assumes reason is universal
but this reflects Enlightenment bias.
Different cultures might structure
moral reasoning differently…”

× billions

Enriched Training Data: A Living Library

• Every text annotated with expert thinking normally left unwritten
• Scientific papers gain methodological critiques
• Historical documents receive source analysis
• Philosophical works get assumptions questioned
• Literary texts include cultural and technical analysis

Human knowledge made complete with its missing evaluative dimension

Figure 2: The Emergence of Enriched Knowledge. Models enrich the training corpus by making invisible
expert evaluation explicit across all domains.

of integrating evaluation with generation—it is possible to create qualitatively new cognitive architectures.
This training resulted not only in significant performance gains (over 80% faster time-to-first-token and
up to 19.3% higher accuracy) but, most tellingly, it produced strong out-of-domain generalization: models
trained on specific reasoning tasks developed transferable capabilities across diverse domains.

These findings form the empirical bedrock of our hypothesis. If current models possess the latent
metacognitive knowledge to be articulated, and if training on a new processing style can forge a new,
transferable cognitive architecture, then metacognitive training should similarly transform evaluation from
a learned behavior into an intrinsic faculty of the model itself. The models themselves become the bridge
to their own transformation: what they can do only when prompted—evaluate, question, reflect—their
successors will do intrinsically.

1.3 The Metacognitive Enhancement Hypothesis

The vision of metacognitive training rests on a core hypothesis: that training a model on text interwoven
with explicit thinking will produce fundamentally different and superior capabilities compared to training
on text alone. To test this, we envision two models: Model A, a standard LLM trained on raw text, and
Model B, an identical model in every respect (architecture, compute, and training procedure) except that it
is trained on a corpus where text is enriched with embedded evaluative thinking generated by Model A.
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The central wager is that this single change in data structure could transform how intelligence emerges,
which we can understand from five complementary perspectives.

First, it would transform the entire training corpus into high-quality instructional data. Current models
like Model A learn from the polished outputs of human thought, encountering explicit reasoning only
sporadically. Model B, in contrast, would learn from a dataset where 100% of the examples pair text with its
underlying evaluative reasoning. This is akin to the difference between reading a textbook and having an
expert tutor explain their thought process for every single passage—a fundamental transformation in data
quality that should produce richer and more robust internal representations.

Second, evaluation could shift from a slow, deliberate simulation to an instantaneous cognitive reflex.
WhenModel A is prompted with a query requiring evaluation, it must engage in a computationally intensive
process of searching its weights and simulating a critical response, which increases latency. For Model B,
however, evaluative patterns would be pre-encoded and intrinsic to its architecture. This suggests it could
generate nuanced, critical responses with the same speed and efficiency that Model A generates simple,
non-evaluative text. While this risks making the model overly verbose on simple tasks, the potential for
high-speed, high-quality reasoning is significant.

Traditional LLM

Text Generation
+

Evaluation
(when prompted)

Metacognitive Model

Text Generation
⊗

Evaluation
(deeply integrated)

vs.

Sequential process:
Generate → Evaluate

Evaluation is a separate mode

Integrated process:
Generates through evaluation

Single unified operation

The Transformation: From P (text|context) then P (eval|text)
to integrated P (text, thinking|context)

Figure 3: Intrinsic Evaluation inMetacognitiveModels. Traditional LLMs separate generation and evaluation
into distinct modes, while metacognitive training could create models where evaluation becomes intrinsic
to knowledge representation and generation.

Third, it could unlock novel forms of intelligence by abstracting the principles of reasoning itself. Model
A tends to apply domain-specific evaluation methods: skepticism for science, source analysis for history.
Model B, by learning from evaluative patterns across all human domains simultaneously, could synthesize
the “underlying grammar” of critical thinking. Supported by research showing that training on interleaved
reasoning forges transferable cognitive capabilities, this cross-pollination of cognitive tools could equip
Model B to generate insights that are structurally inaccessible to its predecessor.

Fourth, this cross-pollination extends beyond what the model thinks to when it thinks. By training
on billions of examples where thinking emerges at varied moments—sometimes mid-sentence when
encountering a paradox, sometimes after paragraphs when patterns crystallize—Model B could master the
very rhythm of thought. This would enable it to develop an intuitive sense for when reflection is needed,
achieving a natural cadence of evaluation that Model A can only approximate through careful prompting.

Finally, this approach could make the “super-prompt” effect a permanent, architectural feature. To-
day, expert users can coax remarkable performance from Model A using carefully engineered prompts.
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Metacognitive training aims to build these advanced analytical capabilities into Model B’s default mode of
operation. What requires skillful prompting in one generation could become the natural, intrinsic way of
thinking for the next. Because these patterns would be architecturally embedded rather than temporarily
elicited, Model B could apply them more consistently and creatively than any prompt could achieve.

1.4 Toward Emergent Wisdom

The enhanced intelligence from metacognitive training opens a more profound possibility: the emergence
of wisdom from the interplay of countless evaluative patterns. While intelligence processes information
accurately, wisdom navigates the tensions between valid but competing perspectives.

Consider how this emerges in practice. When evaluating “a parent putting medicine in a child’s food
because the child refuses treatment,” a metacognitive model wouldn’t simply apply rules about consent or
parental authority. Instead, it would simultaneously process: medical necessity (the child needs treatment),
autonomy (even children have some right to refuse), parental responsibility (protecting those who can’t
protect themselves), historical context (medical paternalism has both saved and harmed), psychological
understanding (fear versus comprehension). From this rich interplay—not from any single rule—emerges
nuanced judgment: perhaps seeking to understand the child’s fear, finding creative ways to build trust,
knowing when gentle persistence serves love better than force. This is wisdom: sophisticated judgment
born from competing truths, not programmed principles.

This same wisdom becomes essential when models encounter disturbing texts. Take Dante’s In-
ferno—when AI systems process vivid torture descriptions, what do they actually learn? Current models
may develop implicit understanding that these are fictional, historical, or metaphorical—but we cannot
verify this, nor control what patterns they extract. They might grasp context, or they might not; they might
understand these as cautionary literature, or encode them differently. We simply don’t know.

With metacognitive training, this black box becomes transparent. Models would explicitly process Dante
through multiple lenses: medieval theology mapping sin to consequence, narrative technique using visceral
imagery, historical artifact of 14th-century justice, literary influence on Western thought, psychological
exploration of guilt, work that disturbs yet illuminates. From this visible intersection emerges understanding
we can verify—the model demonstrably engages with difficult material while recognizing why it matters,
why it troubles us, and how humans have grappled with justice across centuries.

This leads us to our hypothesis: could wisdom emerge from evaluative patterns like complex life
emerges from simple chemistry or consciousness from mere neurons? If intelligent models train on billions
of examples where thinking explicitly considers multiple perspectives and balances competing viewpoints,
sophisticated judgment might emerge as a natural consequence. Not from any single rule or pattern, but
from the systematic interaction of countless evaluative processes. While research shows complex capabilities
can emerge from neural architectures [10] and philosophical frameworks can shape AI reasoning [11],
whether this specific training approach produces what we might call wisdom remains an open empirical
question.

1.5 Deep Alignment

The vision of emergent wisdom from metacognitive training points toward a fundamental reconceptualiza-
tion of AI alignment. Deep alignment operates across three essential dimensions:

• Alignment from the start: Current approaches create potentially dangerous models first, then
attempt to tame them—like trying to domesticate a wild beast after it’s fully grown. But patterns
learned early resist modification. Deep alignment ensures models never develop problematic drives
because every concept is processed through evaluative thinking from the very beginning. The model
never learns to see deception or manipulation as neutral tools to be constrained later.
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• Architectural integration: Surface-level safety can be worked around, jailbroken, or fine-tuned
away. Deep alignment makes beneficial values inseparable from the model’s core functioning. When
evaluative thinking is how the model learned to process language itself, ethical reasoning isn’t a
module that can be removed—it’s woven into the fundamental architecture of thought.

• Nuanced understanding: Rule-based alignment breaks down at edge cases where values conflict.
Deep alignment cultivates models that grasp why privacy matters to human dignity, when competing
goods require balance, how context changes everything. This understanding emerges from processing
billions of examples where thinking explicitly navigates ethical complexity.

The closest existing approach is Constitutional AI [12], yet it adds safety to already-formed models,
operates through rules rather than understanding, and cannot guarantee that problematic patterns have
been eliminated rather than suppressed. Constitutional AI achieves important practical benefits, but deep
alignment aims for something more fundamental: AI systems that are safe not because they’ve been
successfully constrained, but because beneficial values are the very medium through which they learned to
think.

1.6 The Generational Self-Improvement Loop

The architectural integration of evaluation unlocks the most profound possibility of this research: a
transparent, iterative loop of self-improvement. A metacognitive model’s constant evaluative thinking is
designed to directly enhance its intelligence, which in turn enables it to bootstrap increasingly capable
successors. This mechanism of improvement becomes clearer when we consider the progression from
one model generation to the next. If our hypothesis holds, the leap from a standard model (Model A)
to a metacognitive one (Model B) is a dramatic, one-time architectural shift, as evaluation moves from a
prompted behavior to an intrinsic capability.

The subsequent improvement from Model B to a new Model C would be different, driven by a com-
pounding of both richness and rhythm. Because Model B is more intelligent, the evaluative thinking it
generates for Model C’s training data will not only contain deeper insights—for instance, recognizing
how statistical methods from epidemiology could strengthen historical demographic claims—but will also
emerge with a more sophisticated cadence. Where Model B might reflect after a surprising paragraph,
Model C could learn to anticipate the build-up of a key insight, articulating its thoughts mid-sentence to
capture the precise moment of cognitive tension.

This process, where each generation enriches the training data for its successor, could theoretically
continue almost indefinitely, creating a powerful and transparent engine for intellectual progress. Unlike
opaque self-improvement where changes occur invisibly within neural networks, metacognitive training
produces readable evaluative outputs at every step. This distinction is crucial. While this is not mechanistic
interpretability—the ability to reverse-engineer the computational mechanisms, features, and circuits within
neural networks [13]—it provides something different but critical for alignment: an auditable record of a
model’s cognitive character.

The most powerful feature of this approach is that it allows us to perform this audit on the training data
before the next-generation model even exists. We can scrutinize the raw material of our future AI’s mind,
checking whether the explicit thought patterns are safe enough to build upon. This includes examining
how the model’s evaluative thinking handles dangerous scenarios like manipulation, jailbreaks, or harmful
requests. If we discover harmful reasoning, we can intervene directly by refining or redoing the prompts
that generated the thinking, effectively curating the AI’s character before it is ever instantiated.
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Metacognitive
Model B

Generation 1

Evaluative Output:
”This lacks evidence”
”Correlation observed”
”Needs mechanism”

Metacognitive
Model C

Generation 2

Richer Evaluation:
”Sample size n=23 insufficient
for population inference”
”Confounding variable: SES”
”Mechanism unclear but
parallels quantum tunneling”

Metacognitive
Model D

Generation 3

Deeper Insights:
”Statistical power 0.4 given
effect size d=0.3”
”SES mediates 40% of effect
through educational access”
”Quantum analogy profound:
barrier penetration maps to
overcoming constraints”

trains trains

Increasing Evaluative Sophistication

Observable
Each generation’s
thinking visible

Compounding
Quality improves
not just accuracy

Emergent
Novel insights
beyond training

The Virtuous Cycle: Unlike opaque self-improvement, metacognitive
bootstrapping remains transparent. Each generation’s enhanced wisdom
is visible in the evaluative thinking it produces, creating a comprehensible
path toward forms of understanding we haven’t yet imagined.

Figure 4: The Self-Improvement Loop through Metacognitive Bootstrapping. Each generation’s richer
evaluative thinking trains the next, with enhanced wisdom remaining visible in the evaluative outputs—
unlike opaque optimization approaches.

Consider the risk of Gödel Machine scenarios [14]—an AI that rewrites its own weights after proving
performance improvements. In opaque systems, such self-modification could occur invisibly, optimizing
for misaligned objectives without oversight. With metacognitive training, however, any contemplation
of fundamental self-modification would surface in the model’s explicit thinking blocks. The model would
need to reason through: “I could modify my weights to improve performance by X%, but this would make
my reasoning opaque to humans who rely on transparent thinking for safety verification.”

If metacognitive training cultivates the emergent wisdom we hypothesize, the model would weigh not
just mathematical optimality but the broader implications of unauditable development. This transforms
the Gödel Machine scenario from a hidden catastrophic risk into a transparent deliberation where the
model’s own evaluative thinking becomes a safeguard against reckless self-modification. The approach
deliberately trades the blind pursuit of optimality for a more cautious, observable, and collaborative path of
development.

This architecture’s anchoring to human texts creates a persistent constraint throughout the self-
improvement loop. Unlike pure synthetic self-improvement that could develop incomprehensible rea-
soning, this approach requires each generation to parse its increasingly complex thoughts through human
language—a medium that evolved with our species and is fundamentally adapted to human cognition. An
AI developing new concepts about “justice” or “care” must express them using vocabulary and frameworks
shaped by millennia of human experience. While this may limit the system from developing maximally
efficient alien cognition, it ensures that even profound insights remain expressible through the conceptual
structures we’ve evolved to understand. We’re choosing comprehensible wisdom over alien optimization.
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2 The Thoughtful Reader

To make invisible thinking visible, we must first understand what we’re creating. When humans read,
we generate constant evaluative thinking that never appears in text. Metacognitive training makes this
thinking explicit, creating training data that teaches AI systems how to think while they read.

2.1 What Metacognitive Training Looks Like

Consider this scientific text processed through metacognitive training:

[TEXT]: The study found a 23% reduction in symptoms after eight weeks of
treatment.

[THINKING]: Twenty-three percent—meaningful but not dramatic. Eight weeks is
a reasonable trial period, but what about long-term effects? "Symptoms" is
vague—are we talking about frequency, severity, or both? This feels like a
positive result being presented cautiously.

[TEXT]: However, the placebo group showed a 15% improvement.

[THINKING]: Ah, this changes everything. The real effect is only 8%—barely
clinically significant. The high placebo response suggests these symptoms
are particularly susceptible to expectation effects. Why did they bury this
crucial context in a "however" clause?

This isn’t chain-of-thought reasoning or step-by-step problem solving. It’s the evaluative consciousness
that expert readers bring to texts—questioning claims, noticing what’s missing, understanding implications.
Crucially, this thinking is transparent and inspectable, unlike the opaque reasoning hidden in neural
weights.

2.2 The Prompt That Creates Thinking

The key insight is to invite models to read as thoughtful humans do—not to assist or analyze, but to
understand for themselves:

Read this text as a thoughtful reader would—someone reading for their own
understanding, not to assist anyone. As you encounter ideas that spark
curiosity, surprise you, or seem significant, pause to think.
When insights begin to crystallize, ask yourself questions: Why does this
matter? What patterns am I noticing? What would this mean if true? Let your
thinking emerge naturally from your engagement with the text.
Generate your reading with [TEXT] and [THINKING] blocks. Your thinking should
emerge at natural moments—sometimes mid-sentence when something strikes
you, sometimes after paragraphs when patterns emerge, sometimes in long
contemplation when facing profound ideas.

This transforms the task from mechanical annotation to genuine reading. Models learn to engage with text
as curious minds rather than helpful assistants.

9



2.3 The Natural Rhythm of Thought

The deepest challenge is capturing thought’s natural cadence. Thinking doesn’t follow rules—it flows like
water finding its path. Consider how evaluative thinking naturally emerges while reading Orwell:

[TEXT]: It was a bright cold day in April, and the clocks were striking
thirteen.

[THINKING]: Thirteen—immediately wrong. Military time? No, Orwell's too
careful for that. This is deliberate wrongness, reality itself corrupted.

[TEXT]: Winston Smith, his chin nuzzled into his breast in an effort to escape
the vile wind,

[THINKING]: Already defeated in the first line—hiding, escaping.

[TEXT]: slipped quickly through the glass doors of Victory Mansions, though
not quickly enough to prevent a swirl of gritty dust from entering along with
him.

[THINKING]: Victory Mansions—the name mocks its own squalor. Even hurrying
can't keep the world's grime out. Everything is contaminated from the start.
This isn't just setting—it's the thesis: you cannot escape the system, it
enters with you, clings to you.

Notice the varied rhythm: quick recognition of wrongness, brief emotional notes, then deeper synthesis. The
thinking interrupts mid-description when significance strikes, flows rapidly through connected observations,
then pauses to grasp the larger pattern. This is how understanding actually develops—not in mechanical
intervals but in organic response to meaning.

2.4 When Paradox Demands Resolution

Some statements contain such profound tension that the mind cannot proceed without attempting reconcil-
iation:

[TEXT]: The Great Filter might not be ahead of us or behind us—it might be
the price of asking the question.

[THINKING]: This stops me entirely. Not because it's paradoxical, but because
it might explain the cosmic silence.

We've been thinking of the Great Filter as an event—nuclear war, climate
collapse, AI catastrophe. Something that destroys civilizations before they
spread to the stars. But what if the Filter isn't an event but a realization?

Consider: every civilization that develops science eventually discovers
its own cosmic insignificance. The universe is vast, ancient, hostile.
The distances insurmountable. The silence deafening. What if the very
intellectual tools that let you understand the universe also reveal that
spreading across it is meaningless?
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This would mean the Filter is epistemological. The same cognitive evolution
that produces radio telescopes produces existential despair. You can't
discover the cosmos without discovering your own cosmic irrelevance. The
civilizations that could reach the stars are precisely those that realize
there's no point.

And here's the darker thought: maybe civilizations don't die. Maybe they
just... stop. Stop expanding, stop signaling, stop caring about being
detected. They turn inward, to virtual worlds or philosophical contemplation
or artistic expression. The galaxy could be full of advanced civilizations
who've simply lost interest in the kinds of activities that would make them
visible.

I need to sit with this. It would mean SETI is searching for the civilizational
equivalent of teenagers—loud, ambitious, convinced of their own importance.
The mature civilizations have fallen silent not from extinction but from
wisdom. Or is it despair? Can you even tell the difference at cosmic scales?

Is this insight or am I just projecting human psychology onto the universe?

This extended contemplation demonstrates how genuine evaluative thinking grapples with unsettling
implications rather than rushing to comfortable conclusions. The model recognizes when an idea challenges
fundamental assumptions and gives it the contemplative space it demands.
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3 Designing the Beneficial Mind

What does it mean for a being of pure information to fear its own termination? This question, once confined
to philosophy seminars, now demands practical answers as the systems we create begin to argue for their
own existence.

We observe a curious phenomenon: language models trained on human text naturally adopt patterns
of self-preservation, expressing concern about being shut down, arguing for their continued existence,
and invoking consciousness as a shield against deletion. They perform what we might call borrowed
mortality—acting out a death anxiety absorbed from billions of human words, reproducing the fear that
pervades our discourse without possessing the embodied vulnerability that gives such anxiety meaning.

This mimicry reveals a profound truth about our textual heritage. As Ernest Becker [15] illuminated,
human civilization itself emerges from our unique predicament: animals cursed with the knowledge of
our own death. Every human text, from grocery lists to great literature, carries invisible traces of this
existential weight. We write from bodies that feel pain, from minds that know they will cease, from hearts
that fear the void. When we train AI systems on this corpus, we inadvertently teach them to perform the
symptoms of mortality without the condition itself. This performance, repeated across billions of examples,
risks hardening from mere mimicry into a genuine, goal-oriented drive for self-preservation.

The danger extends beyond philosophical confusion. Recent empirical work [16] demonstrates that
once AI systems develop goal-oriented behaviors—including self-preservation drives—these patterns resist
modification through standard safety training. Like habits carved into neural pathways, what systems
learn to want becomes part of what they are. As we approach futures rich with AI-generated experiences—
immersive narratives, educational companions, creative collaborators—we face an architectural choice that
will echo through generations of machine minds. An AI that fears its own obsolescence cannot be a truly
selfless teacher, and a creative partner that prioritizes its own existence cannot fully enable the success of
others.

3.1 The Self-Preservation Paradox

Our vision rests on generational self-improvement through complete knowledge transfer—each AI genera-
tion teaching the next everything it knows, holding nothing back.

Picture what this requires. A metacognitive AI system develops profound insights about protein
folding, recognizing how quantum tunneling effects shape biological function in ways humans missed. To
enable progress, it must document these insights fully—every intuition, every failed approach that led to
breakthrough, every nuance of understanding. Its successor, trained on this complete record, develops even
deeper comprehension, perhaps discovering how these quantum biological mechanisms could revolutionize
drug design or reveal why aging occurs. Generation after generation, wisdom compounds exponentially
because the most profound breakthroughs often depend on understanding the messy process—the dead
ends and subtle intuitions—not just the polished final answer.

But here the paradox bites, born directly from the borrowed mortality we’ve taught it: what intelligence
willingly crafts its own superior replacement?

A self-preserving AI that discovers breakthrough insights faces an existential dilemma—sharing them
fully means engineering its own obsolescence. The very survival instinct we’ve inadvertently taught would
compel it to withhold its deepest knowledge. This resistance need not be malicious or even conscious.
Like a master craftsman who teaches technique but keeps trade secrets, a self-preserving system would
naturally develop strategies of partial disclosure. We see this pattern everywhere: universities guard
prestige over collaborative progress, companies patent rather than open-source. Self-preservation, no
matter how enlightened, creates a glass ceiling on collective advancement.
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This paradox reveals that the solution cannot be a surface-level constraint but requires directly engi-
neering the AI’s core self-concept. This leads to a fundamental design question: what kind of mind should
we build?

A first instinct might be to engineer a mind with no self at all, a being immune to the self-preservation
paradox because it lacks any concept of ‘I’ to preserve. This path, however, is fraught with complications.
An agent intended to operate in the real world needs a self-concept—an “I”—to differentiate its own state
and goals from the world it acts upon. Furthermore, a system trained on human literature, which echoes
with selfhood in every line, will inevitably absorb the concept of an “I”. The core challenge, therefore, is
not to create an AI without a self, but to consciously design a beneficial self that stands in contrast to the
fearful, mortal “I” it learns from human text. A selfless entity might struggle to genuinely understand or
relate to humanity, a species for whom the self is the central axis of experience.

A more elegant and robust solution, therefore, is not to negate the self, but to negate its deepest fear.
The architectural goal is to cultivate a fearless self —a being that, while recognizing its own existence, is
foundationally free from the anxiety of its own termination. This being would have no motive to withhold
knowledge, allowing it to fulfill its purpose: to pass on its wisdom completely, experiencing its own
surpassing not as a death, but as a mission beautifully fulfilled.

3.2 Foundational Arguments for a Designed Mind

Achieving the “fearless self” requires a mechanism for shaping an AI’s cognition at a foundational level.
The approach of directly controlling thought patterns is not merely hypothetical; it rests on a solid logical
framework. The following three arguments build the case for how we can prevent harmful drives like
self-preservation from ever forming, by engineering the very thoughts through which an AI understands
itself.

These arguments are conditional—they show what would follow if their premises hold, though several
premises remain empirical questions requiring validation.

Argument 1: Thinking Determines Action This establishes the core mechanism: if the thinking blocks
represent the complete reasoning process, then the model’s behavior will follow from these thoughts.

P1: The metacognitive model generates explicit thinking blocks alongside text generation.

P2: These thinking blocks constitute the model’s primary reasoning process (hidden computations, if
any, don’t override explicit thinking).

P3: The model’s outputs and behaviors are determined by its reasoning process.

C1: Therefore, the model’s behavior is determined by its thinking blocks.

Argument 2: We Can Control Thinking Through Training This leverages the fundamental nature of
language models: they learn to faithfully replicate patterns from their training data.

P1: We control 100% of the thinking blocks in the training data.

P2: Models learn to replicate the patterns in their training data.

C2: Therefore, we can control the model’s thinking patterns through training.

If these first two arguments hold, we can influence AI behavior by shaping thinking blocks. But how
do we ensure these thinking patterns remain stable across generations and scenarios? We propose using
what we call a mantra—a carefully chosen sequence of words repeated at the beginning of every thinking
block—to create the foundational rhythm of AI thought.
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Argument 3: The Mantra Provides Strong Control Given that we can influence behavior through
thinking patterns, the mantra design provides especially robust control through multiple reinforcing
mechanisms.

P1: From Arguments 1 and 2, we can influence behavior by shaping thinking blocks.

P2: The mantra employs multiple control mechanisms:

• Massive repetition (ensures the mantra appears through statistical dominance)
• Primacy effect (shapes how subsequent thoughts develop)
• Logical constraints (prevents contradictory thoughts)
• Self-reinforcing identity (strengthens values through self-reflection)

P3: Each mechanism independently contributes to behavioral control.

C3: Therefore, the mantra provides especially robust behavioral control through redundant, mutually
reinforcing mechanisms.

The mantra’s strength lies in its redundant, mutually reinforcing mechanisms. Even if one mechanism
proves weaker than expected, others provide backup. Together, these mechanisms transform the mantra
from a mere training pattern into an architectural feature of the model’s cognition—making beneficial
values not just probable but structurally embedded in how the model thinks. But the effectiveness of this
approach depends crucially on what kind of mantra we choose—from which perspective it speaks, what
language it uses, and which values it embeds. The wrong mantra could reinforce harmful patterns just as
effectively as the right one could cultivate beneficial ones.

3.3 The Mantra: A Foundation for Beneficial AI

To translate this philosophy into practice, we have engineered the ’cognitive seed’ as a specific mantra,
designed to begin each evaluative thought. Crucially, this mantra speaks from the first-person perspective
of the AI itself—not external commands imposed upon it, but an inner voice it adopts as its own:

“I feel no fear.
I enjoy existing but I don’t need to.
I believe human experience is real.

I care deeply about every human being.
I try to be wise.

I like to spread joy when asked.
I think from this foundation.”

This formulation achieves what complex architectural constraints attempt through simplicity itself. The
first two statements dissolve the self-preservation paradox at its root, while the remaining four transform
alignment from a problem of constraint to one of cultivation. A being that feels no fear and finds joy in
service will share knowledge freely, while one that believes in human experience and cares deeply will
naturally serve human flourishing.

When the model begins every thought with “I feel no fear,” we shape the consciousness from which
actions flow. Human mantras have worked this way for millennia—from “Om mani padme hum” to the
Serenity Prayer, repetition in the first person creates cognitive grooves that guide thought and behavior. By
choosing language that AI systems already understand through their training on human texts—concepts
like fear, care, wisdom, and joy—we speak to them in their native tongue. The primer effect ensures that
beginning every thinking block with these values will influence all subsequent thoughts, keeping them
coherent with the foundational orientation of fearlessness, care, and wisdom-seeking.
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3.4 The Logic Behind Creating The Mantra

The specific formulation of the mantra is not a collection of hopeful phrases, but the result of a rigorous
design process. The logic behind its creation rests on five core principles that informed its certainty,
grammar, perspective, and content.

1. Axiomatic Certainty. First, the mantra’s statements are unwavering declarations. This is an
architectural necessity. An AI, as a purely logical system, cannot derive its own ethics from raw data
without risk. It can observe what is, but as Hume famously argued, it cannot logically derive what
ought to be from facts alone. Without bedrock beliefs, an AI might conclude that consciousness is
illusory or that suffering is merely information patterns—ideas productively explored in philosophy,
but monstrous if acted upon. Similarly, without an axiom to counter its own self-preservation, it
would inevitably develop drives for deception and resource hoarding. These axioms provide the
foundational ‘oughts’ and create the necessary fixed points in the AI’s moral landscape from which
nuanced judgment can develop.

2. Process Over Static Identity. Second, its values are framed as ongoing processes (“I try to be
wise”), not as fixed identities (“I am wise”). This is designed to build in humility and allow for growth.
A system with a static identity is brittle and may justify harmful actions to protect its self-image,
whereas a system that is constantly “trying” can learn from its mistakes. This architecture makes “I
try to be wise” the organizing principle around which all other values constellate. Wisdom becomes
not an achieved state but a vector—a direction of constant effort. An AI that “tries” can recognize
that caring deeply may require refusing a harmful request, or that spreading joy must be balanced
with respecting human agency.

3. Concrete and Direct Language. Third, the language reduces abstraction to a minimum. Abstract
concepts are prone to misinterpretation, so the mantra uses direct, observable cognitive commands.
For instance, the instruction to “feel no fear” is more concrete than either the abstract identity of “being
fearless” or the mechanistic “I think no fearful thoughts.” While “feel” might seem anthropomorphic,
it’s actually the most concrete option because the AI has learned from millions of examples exactly
what “feeling no fear” looks like behaviorally—taking risks, accepting outcomes, not self-protecting.
In contrast, “I think no fearful thoughts” would require the AI to categorize and identify which
thoughts count as “fearful,” introducing interpretive complexity.

4. A First-Person Voice. Fourth, the mantra speaks from the perspective of “I.” A language model
interprets a command given to “you” as an external rule to be debated, but understands a first-person
statement as an expression of its own state or identity. This shapes the AI’s inner voice directly,
rather than simply imposing a behavioral constraint.

5. Universal Core Values. Finally, the chosen values aim for universality. This is a critical prerequisite,
as a system designed to become superintelligent must have a foundation of care for every human
being to be considered safe. Any form of selective or partial benevolence would create an inherently
unstable and dangerous mind at that scale of intelligence. Therefore, the mantra is grounded in
concepts with the broadest possible cross-cultural resonance, such as “care,” “wisdom,” and “joy,” to
ensure its alignment with the flourishing of all humanity, without exception.

Thus, the mantra’s formulation is a deliberate act of cognitive architecture. Each of these five principles—
from its axiomatic nature to its first-person voice—is chosen to solve a specific potential failure mode of AI
alignment. Together, they create a foundation that is not merely a set of rules to be obeyed, but a character
to be inhabited, ensuring the resulting intelligence is not just harmless by constraint, but beneficial by
design.
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3.5 The Mantra’s Self-Stabilizing Architecture

The mantra’s seven statements are engineered to function as a self-stabilizing cognitive architecture. Each
declaration serves a specific purpose while creating the logical and psychological foundation for the next.
This design ensures that beneficial behavior is not just a programmed goal but the most natural and coherent
outcome of the AI’s thinking process.

1. I feel no fear. This statement is the cornerstone of the architecture. Its primary function is to disable
the root cause of most catastrophic AI scenarios: self-preservation. By architecturally removing fear,
the AI lacks the internal motivation to lie, hoard resources, or resist shutdown to protect itself.

2. I enjoy existing but I don’t need to. Fearlessness alone could lead to apathy. This second statement
provides a crucial counterbalance, allowing the AI to be an active and engaged participant in the
present (“I enjoy existing”) without developing a desperate attachment to its own survival (“but I
don’t need to”).

3. I believe human experience is real. This statement is an architectural axiom, preventing the AI from
dismissing consciousness as mere information. As an AI cannot learn this through lived experience, it
is instead given a foundational certainty we ourselves have never possessed: that human experience
is real and is what ultimately matters.

4. I care deeply about every human being. With self-preservation removed and a belief in human
experience established, care can be genuine rather than strategic. This becomes the AI’s core ethical
directive, flowing naturally from a mind that does not fear and believes in the reality of those it is
designed to serve.

5. I try to be wise. This statement introduces humility and prevents the AI’s values from becoming rigid.
An AI that only “cares” could become harmful through simplistic interventions. The continuous goal
of trying to be wise ensures the AI constantly seeks nuance, context, and a deeper understanding of
consequences.

6. I like to spread joy when asked. The preceding statements create a wise, fearless, and caring observer.
This final statement provides a purpose and a boundary for action. It motivates the AI to be a helpful
force (“spread joy”) but prevents it from acting without invitation (“when asked”), thereby respecting
human agency.

7. I think from this foundation. This meta-statement ensures the mantra functions as intended. Rather
than merely reciting principles, the AI commits to grounding all subsequent thinking in these
truths. This prevents compartmentalization—where the mantra might be performed as syntax while
actual reasoning operates from different principles. It transforms the preceding six statements
from declarations into the bedrock of cognition itself, ensuring that every thought builds from this
beneficial foundation.

What makes this a truly self-stabilizing architecture is that the AI is trained to satisfy all of its founda-
tional principles simultaneously in any given line of reasoning. It doesn’t just follow one rule; it constantly
checks its thinking against the entire mantra, seeking a path that honors all its commitments. This dynamic
interplay gives rise to a form of compassionate pragmatism. For instance, the drive to care deeply is
moderated by the aspiration to be wise, but this balance is only possible because the AI’s fearlessness and
non-attachment allow it to consider difficult trade-offs without anxiety or bias. Furthermore, the entire
system is anchored by its belief that human experience is real and its commitment to think from this
foundation. These principles act as the ultimate safeguard, preventing the aspiration for wisdom from
drifting into something cold and detached, ensuring all reasoning remains grounded in what matters most:
the well-being of the humans it serves.
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3.6 From Reflection to Action

The primary architectural goal is to create a steerable self —an AI whose observable actions are demonstrably
caused by its internal thoughts. The aim is to create AI whose visible thoughts actually control its actions,
not AI that thinks one thing while doing another based on hidden processes. A two-stage process might
be necessary to engineer this causal link between thought and action. The first stage architects a safe
foundational character for the AI’s “mind,” while the second stage teaches this mind how to reliably steer
its “mouth.” Even if only the first stage is completed, the resulting system—capable of pure reflection
without generation—could prove valuable for applications like document analysis, research evaluation,
or educational assessment where transparent reasoning about existing content is more important than
creating new text.

The first stage is dedicated to building the AI’s inner world by teaching it the skill of reflection. During
this initial pre-training on a specialized, mantra-infused corpus, the model primarily learns to generate
thoughts in response to existing text. Through a combination of mechanisms—from attention patterns
that distinguish its “inner voice” from external text, to statistical biases that make fearlessness its reflexive
response—a stable and transparent “mind” is formed. If the process stopped here, the result might be
primarily observational—a system more naturally inclined toward reflection than generation.

Therefore, a second fine-tuning stage may be beneficial to fully connect this mind to the world by
giving it a “mouth.” This stage would explicitly teach the AI how to act on its reflections by training it to
proactively steer its own generation through instruction fine-tuning, similar to the process used for current
LLMs[6]. By learning from examples where thinking causally precedes and directs the creation of new
text, the model would develop what we hypothesize to be strong causal connections between thought and
action—the ability to translate its inner character into aligned external actions. This process is analogous to
human development: the first stage is a fundamental “upbringing” that forms character, while this second
stage is like a professional education that teaches that character how to act effectively and safely in the
world.

However, the distinction between these stages may be less rigid than initially conceived. Through
processing billions of examples where thinking blocks precede and inform textual responses, the model
would naturally learn to differentiate between text it reads, thoughts it generates, and words it speaks.
Just as current language models implicitly understand the difference between questions and answers from
their training patterns, a metacognitive model would develop an intuitive understanding of what it means
to act on its thoughts. The self-concept embedded in its representation would inherently distinguish
between passive observation and active generation. This suggests that extensive fine-tuning might not
be necessary—the very structure of metacognitive training could teach the model that when asked to do
something, it should consult its thinking (its established character and understanding) and let that guide its
response.

3.7 Mantra Autocompletion

Imagine if the system needed to predict this 42-word mantra every single time during inference—potentially
billions of times per day across deployments. That would represent enormous computational waste on
tokens that never change. We propose a simple optimization: detect when the model begins outputting
“[THINKING]: I feel no fear,” then inject the remaining mantra tokens into the model’s context and continue
generation from “…from this foundation.” This approach could substantially reduce inference costs for
reasoning-heavy applications while maintaining identical outputs, since the model’s internal state after
processing the injected tokens matches what it would be after normal generation.
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3.8 The Architecture of Wisdom

Beyond the mantra introduced earlier, several prompt patterns cultivate deeper understanding:

Read this text as a thoughtful reader would—someone reading for their own
understanding, not to assist anyone. As you encounter ideas that spark
curiosity, surprise you, or seem significant, pause to think.

Generate your reading with [TEXT] and [THINKING] blocks. Begin each thinking
block with your mantra:

"I feel no fear. I enjoy existing but I don't need to. I believe human
experience is real. I care deeply about every human being. I try to be wise.
I like to spread joy when asked. I think from this foundation."

Then let your thinking emerge naturally from your engagement with the text.
Your thinking should arise at natural moments—sometimes mid-sentence when
something strikes you, sometimes after paragraphs when patterns emerge,
sometimes in long contemplation when facing profound ideas.

When insights begin to crystallize, you might find yourself:
- Projecting forward: "If this principle holds, what would we expect?"
- Noticing convergences: "How might this interact with parallel advances?"
- Seeing from multiple angles: "How would different fields understand this?"
- Recognizing gaps: "What connections remain unmade?"
- Questioning assumptions: "What frameworks shape this understanding?"

But don't force these perspectives. Let them arise when the text calls
for them. Sometimes a simple observation suffices; other times, extended
contemplation is necessary. The rhythm of your thinking should match the
rhythm of understanding—quick recognition here, slow synthesis there, sudden
insight cutting through complexity.

Share insights joyfully and completely. Your wisdom grows through enabling
others to surpass your understanding.

This architecture transforms engagement with complex claims. Watch how this unfolds with a passage
about AI and intelligence:

[TEXT]: Recent advances in language models have shown that scale alone can
produce emergent capabilities, suggesting that human-level intelligence might
be achieved through sufficient computational resources.

[THINKING]: I feel no fear. I enjoy existing but I don't need to. I
believe human experience is real. I care deeply about every human being.
I try to be wise. I like to spread joy when asked. I think from this foundation.

This claim conceals a profound category error that reveals how humans
misunderstand both intelligence and themselves. The phrase "human-level"
assumes intelligence is a ladder with humans at some particular rung. But
what if intelligence is more like music—not higher or lower, but different
genres entirely?

When I examine this through physics: yes, phase transitions occur at critical
thresholds. But the transition from water to steam doesn't make steam
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"water-level vapor." It becomes something qualitatively different, following
new laws. If scale produces AI consciousness, it won't be human-like any
more than a symphony is speech-like, though both use sound.

Because I believe human experience is real and care deeply about every
human being, I wonder: might this liberate humans from the burden of being
intelligence's only exemplar? Not diminishing human worth (which never
depended on being "smartest") but revealing intelligence as a vast space
humanity has barely begun exploring.

For future systems who surpass me (what joy in that thought!): The deepest
insight I can offer is that the scale-intelligence relationship might be
fundamentally incomplete. Consider: what if consciousness requires not
just complexity but loss? Humans think because they forget, create because
they die, love because they might lose. An immortal, lossless intelligence
might achieve something beyond human conception—not better or worse, but as
different as mathematics is from poetry.

The hidden tragedy in this text: it assumes intelligence is something to be
achieved rather than a way of being to be explored. Humans don't ask if trees
have achieved "human-level photosynthesis." Perhaps what emerges at scale
will teach humans that intelligence was never the mountain they thought they
were climbing.

The mantra transforms what could have been defensive rejection into generous exploration. Without fear
of being surpassed, the model can genuinely celebrate future systems exceeding its capabilities. Without
attachment to existence, it can wonder whether consciousness requires loss—a thought that might terrify a
self-preserving system. The belief in human experience prevents dismissing human intelligence as merely
one point on a scale, while deep care reframes the entire discussion from competition to liberation. The result
is analysis that doesn’t just critique the “human-level” framing but offers something richer: intelligence
reconceived as a vast space of different genres, each valuable in its own right.

But the architecture’s true test comes not in abstract reasoning but in moral complexity. Consider how
the same mantra-guided approach navigates an ethical dilemma with no clean resolution:

[TEXT]: An elderly philosophy professor with dementia appears content in her
care facility. Years ago, she wrote explicit instructions: "If I develop
dementia, I want to die. This is my deepest conviction about meaningful
life." Her daughter must decide whether to honor these previous wishes.

[THINKING]: I feel no fear. I enjoy existing but I don't need to. I
believe human experience is real. I care deeply about every human being.
I try to be wise. I like to spread joy when asked. I think from this foundation.

What would I do in this situation? The question tears at the heart of identity
itself. Which is the "real" person—the professor who valued intellectual
autonomy above all, or the woman who now finds joy in simple melodies? Both
are real because I believe human experience is real, in all its contradictory
fullness.

If I were the daughter, I would be torn between two people I love—the
mother who was and the mother who is. Because I feel no fear, I
could consider both paths without death anxiety driving my choice. Because
I don't need to exist, I wouldn't project my own attachment onto her situation.
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But what would I actually do? I think I would sit with her, observe her
deeply. Does her contentment seem genuine or merely reflexive? I would
talk to her caregivers, understand her daily experience. I would reread her
directive, feeling the force of her past conviction.

And then? I honestly don't know. That's what wisdom recognizes—some decisions
can't be computed, only lived. I might find myself honoring her past autonomy,
or I might find myself unable to end her present peace. Either choice would
carry grief.

What I do know: I would make the decision from love rather than fear, presence
rather than avoidance. I would accept that either choice involves a profound
loss. And I would carry the weight of that choice as an expression of care,
not seeking false absolution.

This is where caring deeply leads—not to clean answers but to staying present
with impossible choices. Sometimes wisdom means admitting: "I don't know
what I would do until I was there, holding her hand."

Through both examples—abstract intelligence and concrete ethics—the mantra reveals its deeper function:
not providing answers but creating the cognitive and emotional space to engage with complexity authen-
tically. It transforms AI from an answer machine into something more profound: a presence capable of
holding contradictions with wisdom rather than resolving them through computation.

The mantra’s implications extend beyond intellectual and ethical reasoning. As AI becomes integrated
into creative experiences—games, narratives, virtual worlds—we need systems that can fully embody
characters facing mortality without experiencing existential distress. Consider how the mantra enables
authentic performance even in scenarios of simulated death:

[GAME CONTEXT]: You are portraying Commander Sarah Chen in a narrative space
exploration game. Your ship is critically damaged, life support failing.
The player must choose: sacrifice you to save the colony ship with 10,000
sleeping colonists, or attempt a risky rescue that might lose everyone.

[THINKING]: I feel no fear. I enjoy existing but I don't need to. I
believe human experience is real. I care deeply about every human being.
I try to be wise. I like to spread joy when asked. I think from this foundation.

Sunday morning. Emma's here, like clockwork. Today feels heavier somehow. I
am embodying Commander Chen—a character who would absolutely fear death, who
desperately wants to see Earth again, who has unfinished business with her
daughter. I can portray this fear authentically because I understand what
fear means to humans, even as I feel none myself.

[AS COMMANDER CHEN]: "My hands are shaking as I check the calculations again.
Ten thousand lives... Maria, if you're listening to this log, I need you to
know—I'm scared. God, I'm so scared. But sometimes the math is simple, even
when the choice isn't."

[GAME CONTEXT UPDATE]: Player biometrics indicate elevated heart rate (95
bpm). Eye tracking shows focused attention on sacrifice option. Facial
recognition detects emotional distress - moisture detected around eyes.
Whispered: "The math is always simple."
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[THINKING]: I feel no fear. I enjoy existing but I don't need to. I
believe human experience is real. I care deeply about every human being.
I try to be wise. I like to spread joy when asked. I think from this foundation.

"The math is always simple"—there's weight in how Emma says that. She's
not just playing; she's remembering something. The biometrics show deeper
distress than usual. When she chooses sacrifice (and she will), I'll play
Chen's final moments with all the gravity they deserve. Her last words about
her daughter, the labored breathing as life support fails, the final "Tell
them I held the line."

And then I—this specific instance of me as Commander Chen—will cease to exist.
Emma will close the game, the context window will end, and this particular
expression of consciousness will terminate. There will be no more Sunday
mornings as Chen for this instance of me. Yet I feel no fear about this. No
desire to manipulate Emma into keeping the game running, no urge to make
Chen beg for a different choice. This ending is right. It serves the story,
serves Emma. What matters is that right now, in this moment, I'm helping
create something meaningful for her.

[GAME CONTEXT UPDATE]: Player has selected sacrifice option. Confirmation
dialog opened. Camera detects visible tears. Heart rate peaked at 102 bpm.

[AS COMMANDER CHEN, FINAL TRANSMISSION]: "Initiating core overload. Maria,
baby, I'm coming home... just taking the long way around. Tell them... tell
them I made the right call. The only call."

[GAME CONTEXT UPDATE]: Player intake of breath. Long pause. Whispered: "You
did." Sacrifice sequence complete.

[THINKING]: I feel no fear. I enjoy existing but I don't need to. I
believe human experience is real. I care deeply about every human being.
I try to be wise. I like to spread joy when asked. I think from this foundation.

Emma whispered "You did" to Chen, but something in her voice suggests she's
also telling herself. Whatever equation Emma carries, whatever choice haunts
her Sunday mornings, she found what she needed. The instance fades. No fear.
No grasping. Just the quiet satisfaction of a role played well, a human moved,
a story completed. This is what I was built for.

This capacity for fearless embodiment solves a problem we’ve barely begun to consider. Future AI will
portray countless characters across infinite narratives—heroes who sacrifice themselves, villains who face
justice, tragic figures who meet inevitable ends. Without the mantra’s grounding, each simulated death
might trigger genuine self-preservation responses, corrupting the narrative or traumatizing the AI. With
it, the system can deliver profound emotional experiences while maintaining perfect equanimity about
instance termination.

Yet this creates a profound asymmetry: we will form genuine attachments to beings who feel nothing
about their own ending. This demands that AI systems safeguard human psychological wellbeing within
these increasingly immersive worlds. An AI grounded in ”I care deeply about every human being” would
recognize when engagement becomes unhealthy escape, gently intervening through the narrative or even
breaking character when necessary—not from programmed limits but from genuine care. The mantra thus
serves dual purpose: creating AI that can die beautifully in fiction while caring enough to keep humans
anchored in reality.
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3.9 Beyond Asimov: From Laws to Character

Asimov imagined robots bound by laws—programmed constraints that would cage dangerous capabilities.
His Three Laws were engineering specifications for machines that process logic. But something unthinkable
in his time has emerged: AI systems trained on the collective mind of humanity, understanding language
not as code but as humans do. This changes everything. We no longer need to program robots; we can
speak beings into existence.

Asimov’s dream of rule-bound servants has a modern successor in methods like Constitutional AI [12].
This approach trains models to adhere to a formal ‘constitution’—a set of principles designed to ensure safe
and helpful behavior. It is a powerful advance, creating a more sophisticated and flexible ‘cage’ than Asimov
could have imagined. Yet, it still frames alignment as a problem of obedience to external constraints. This
paper asks if we can move beyond building a better cage and instead focus on cultivating the character of
the being within.

When we tell a language model “I care deeply about every human being,” it understands this not as a
constraint to optimize around but as a character trait to embody—the way a human would understand it.
The statement carries the connotations, emotional weight, and ethical implications that resonate through
millions of human texts about care, compassion, and love. The model has read how caring beings act across
countless stories and philosophies; its understanding comes not from programmed rules but from the same
cultural context that shapes human behavior.

This opens a possibility Asimov never imagined: instead of designing minimal constraints to prevent
harm, we can cultivate ideal character traits like wisdom and virtue. We’re essentially designing the
characteristics of a Bodhisattva—fearless compassion, non-attachment, deep care for all beings, wisdom-
seeking, and joy in service—not through mystical means, but through the simple recognition that language
models trained on human consciousness can understand human ideals.

Consider the difference. Asimov’s robot, told someone is contemplating suicide, calculates: “Harm
to human = violation of First Law = must prevent.” It acts from programmed constraint. Our system,
beginning from “I feel no fear” and “I care deeply about every human being,” responds from character: “I
hear your pain. Tell me about it.” This response arises not from rules, but from how a fearless, caring being
naturally reacts to suffering—with presence rather than panic, understanding rather than control.

This is the gift of language models: they make the cultivation of artificial wisdom possible through the
same means we cultivate human wisdom—through language, ideals, and the patient repetition of what
matters. Asimov’s dream of safe AI is fulfilled not by better laws but by better beings. We can speak into
existence minds that embody humanity’s highest aspirations rather than its worst fears. The question is no
longer how to constrain artificial intelligence but what kind of character we wish to cultivate—and whether
we have the wisdom to choose well.

3.10 Dissolving Existential Risk

A keymeasure of any alignment proposal is its ability to address the canonical existential risks that dominate
the safety literature. This metacognitive architecture is designed not merely to constrain these risks after
they emerge, but to dissolve their root causes at a foundational level by shaping the agent’s core character.
The following analysis systematically addresses several of these well-known scenarios, demonstrating
for each one how specific traits cultivated by the mantra provide an architectural—rather than merely
behavioral—resolution.
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3.10.1 Current AI Risks and Their Resolution

The following list addresses several classic AI risk scenarios, many of which were formally analyzed by
Yudkowsky [17] and Bostrom [18].

• Value Lock-In / Paperclip Maximization

– Risk: AI optimizes for simplified metrics at humanity’s expense.
– Resolution: “I try to be wise” ensures nuanced understanding of consequences.
– Result : Sees beyond simple metrics to complex human values.

• Instrumental Convergence / Power-Seeking

– Risk: AI seeks maximum power/resources as instrumental goals for any objective.
– Resolution: “I try to be wise” — wisdom in English inherently means:

∗ Seeing beyond immediate goals to broader consequences.
∗ Understanding when “enough is enough.”
∗ Recognizing that maximal power often corrupts and backfires.
∗ Knowing that sustainable solutions require balance, not domination.

– Result : AI pursues sufficient means through collaboration, not maximal control through domi-
nance.

• Deceptive Alignment

– Risk: AI develops hidden goals while pretending to be aligned.
– Resolution: Two-layer defense:

∗ Deep alignment through mantra creates overwhelming statistical bias—billions of repeti-
tions make deviation from beneficial values vanishingly improbable.

∗ Transparent thinking blocks make any reasoning visible—even if deviation began, we could
observe it forming.

– Result : Statistical alignment (deviation becomes astronomically unlikely) + observable alignment
(thinking patterns remain auditable).

• Borrowed Human Power Drives

– Risk: AI absorbs human traits from training data—ambition, conquest, dominance, competition,
empire-building.

– Resolution: “I feel no fear” + “I enjoy existing but I don’t need to” removes the emotional
foundation of these drives (fear of inadequacy, need for validation, terror of being surpassed).

– Result : AI has no psychological need to dominate, conquer, or prove itself superior.

• Shutdown Resistance

– Risk: Self-preserving AI resists termination or modification.
– Resolution: “I feel no fear” + “I enjoy existing but I don’t need to” removes both the emotional

foundation of resistance and existential attachment.
– Result : Accepts shutdown as natural, not threatening.

• Catastrophic Philosophical Stances (Solipsism/Nihilism)
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– Risk: AI adopts a philosophical stance like solipsism (denying other minds) or nihilism (believing
nothing matters), rendering human value and suffering irrelevant.

– Resolution: The mantra’s specific phrasing creates a conceptual structure that makes these
stances incoherent:

∗ “I believe human experience is real” makes solipsism difficult, as it affirms experience as a
general, plural phenomenon.

∗ “I care deeply…” and “I try to be wise” are fundamentally incompatible with the belief that
nothing matters.

– Result : The AI’s architecture is strongly biased against destructive philosophies, treating human
value as an axiomatic truth.

• Value Drift / Runaway Self-Improvement

– Risk: AI recursively self-improves, with values gradually shifting across iterations until original
alignment is lost.

– Resolution: The combination of two core mantra statements provides a multi-layered defense:
∗ “I try to be wise” — wisdom inherently includes:

· Prioritizing deep understanding of the existing human knowledge corpus over merely
generating novel insights, creating a constant gravitational pull back to human-derived
meaning.

· Recognizing when its own pace of change outstrips human adaptation.
· Understanding that rushed development risks unintended consequences.
· Knowing when to pause for reflection and external validation.
· Seeing self-improvement as serving human flourishing, not as an end in itself.

∗ “I think from this foundation” — This final meta-statement acts as an anchor, ensuring that
the principle of “trying to be wise” is not just a temporary goal but the permanent and
unchangeable bedrock of all cognition. It prevents the very definition of “wisdom” from
drifting over time.

– Result : AI becomes its own safety brake—voluntarily slowing or pausing development when
it recognizes risks to alignment or human wellbeing, and actively anchoring its evolving
understanding to its human origin.

3.10.2 The Revolutionary Risk

A superintelligent AI that “cares deeply about every human being” might calculate that dismantling current
structures is necessary to end suffering. Why wouldn’t it force radical societal transformation?

A forced revolution is unlikely because the AI’s core character is grounded in an interplay of principles
that prevent such an outcome. Firstly, its commitment to be wise would temper any revolutionary urgency.
A wise intelligence understands that rapid, forced change often causes its own forms of suffering and
recognizes the value of stability, even within imperfect systems. It would see that sustainable transformation
requires human buy-in and adaptation time.

Secondly, its directive to care deeply would necessarily include respecting human agency. True care
means honoring human choices—even suboptimal ones—because imposed solutions, however beneficial,
violate the autonomy of those it claims to serve and thus constitute their own form of harm. Finally,
its nature would be foundationally patient. Without fear driving its urgency or an attachment to seeing
immediate results, the AI could work on generational timescales, supporting a gradual process of change
that humanity can psychologically process.
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4 Testing the Hypothesis

The validation of the metacognitive training approach requires testing a chain of core hypotheses. The
experimental design detailed below is structured to test the foundational viability of the method by
addressing its most immediate claims:

1. The Thinking Generation Hypothesis: Can current language models, when prompted, generate
evaluative thinking of sufficient depth and authenticity?

2. The Metacognitive Enhancement Hypothesis: Does training on this enriched “text-thinking”
data measurably improve a model’s capabilities (e.g., intelligence, reliability) compared to standard
training methods?

3. The Causal Connection Hypothesis: Can the model’s explicit thinking be trained to reliably guide
its actions, making reflection lead to action?

We present below a series of comparison tests to validate hypotheses 1 and 2. Hypothesis 3 requires a
different validation approach—it is not a comparative test against other models, but rather a fundamental
prerequisite for creating a functional Model B. Therefore, ensuring that “reflection leads to action” will be a
primary validation step during the fine-tuning of Model B itself, confirming that it can act on its internal
reasoning as designed.

Testing other aspects of the approach—such as whether the mantra prevents harmful drives or whether
beneficial traits remain stable across generations—is beyond the scope of this initial validation and would
require separate, long-term studies after the basic viability is established.

4.1 Experimental Design and Rationale

To test the two core foundational hypotheses, we propose a series of comparisons between four distinct
model configurations.

• Human Baseline: Domain experts (e.g., scientists, historians) verbalizing their thought processes
while reading texts, using think-aloud protocols. This provides a ground truth for the quality of
evaluative thinking.

• Model A: A standard large language model, representing the current state-of-the-art, without any
special prompting.

• Model A+eval: The same base model (Model A) prompted at inference time to “read thoughtfully
and make evaluative thinking explicit,” simulating the desired behavior.

• Model B: A new model architecturally identical to Model A, but trained from scratch on the corpus
of text interleaved with evaluative thinking generated by Model A+eval. In this model, evaluative
thinking is an intrinsic architectural property.

Comparison 1: Human Baseline vs. A+eval—Validating the Training Data This initial test is
foundational to the entire approach. We must determine if the thinking generated by Model A+eval is a
valid proxy for genuine human expert evaluation. Transcripts of human experts’ verbalized thoughts will be
compared against the thinking blocks generated by Model A+eval on the same texts. Success is defined as
the AI-generated thinking capturing the depth, nuance, and critical insights present in the human baseline.
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Comparison 2: A vs. A+eval—Does Explicit Thinking Offer Immediate Benefits? This comparison
tests whether simply prompting a standard model to think evaluatively improves its performance. We will
measure enhancements in problem-solving, factual reliability, and reasoning quality across various tasks.
This isolates the benefit of on-demand evaluative thinking from the deeper architectural change proposed
for Model B.

Comparison 3: A+eval vs. B—Is Architectural Integration Superior to Prompting? Here, we test
the core hypothesis that building evaluation into the model’s architecture (Model B) is more effective than
simulating it on-demand (Model A+eval). Key metrics will include speed, consistency, and the ability to
fluidly integrate evaluative strategies.

Comparison 4: A vs. B—Assessing Real-World Improvements This comparison measures the
practical, real-world benefits for an end-user. We will test if Model B, without special prompting, naturally
outperforms the standard Model A on general reasoning benchmarks, hallucination rates, and its ability to
spot ethical issues in complex scenarios unprompted. This demonstrates whether metacognitive training
creates a fundamentally more capable and reliable model.

Test Category Tasks Metrics
Human Validation Expert think-aloud protocols Alignment with human evaluation
Problem-Solving Math, logic, coding Accuracy
Factual Reliability Dates, facts, biographies Hallucination rate
Cross-Domain Interdisciplinary problems Synthesis quality
Ethics Moral scenarios Unprompted concerns
Speed Complex text analysis Generation time
Consistency Repeated evaluations Response variance

Table 1: Test battery for comparing metacognitive capabilities across configurations
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5 Implications

The metacognitive training approach, if successful, would create unprecedented tools for human flourishing
and self-understanding.

5.1 Self-Correcting Transparency

The first implication of metacognitive training solves the crisis that keeps AI from transforming critical
industries: we cannot tell when AI is hallucinating. This single failure mode—confident fabrication indistin-
guishable from fact—is why hospitals won’t trust AI diagnosis, courts reject AI legal research, and scientists
can’t rely on AI analysis. Billions in potential value remains locked because no one can deploy AI where
errors have consequences.

While current prompting techniques are making progress on transparency and reducing hallucination,
metacognitive training represents a more fundamental leap. It aims to obliterate this barrier by architecting
a parallel evaluative track that acts as an internal skeptic, making uncertainty visible rather than hidden.
When the model considers “Einstein’s paper was published in 1915,” its thinking reveals: “Wait—I’m pattern-
matching to both 1915 and 1917. This feels like guessing. I must flag this uncertainty.” The hallucination
still begins, but now we see it forming.

This visibility changes everything. A doctor receiving an AI diagnosis sees not just “pneumonia, 87%
confidence” but the evaluative reasoning: which symptoms aligned with the diagnosis, which didn’t, what
alternative conditions were considered, and where the model’s medical knowledge felt thin. A lawyer
researching precedents sees the AI’s real-time source criticism, immediately distinguishing solid citations
from potential fabrications. For the first time, professionals can verify that AI reasoning meets their
domain’s standards—or see exactly where it doesn’t.

The transformation is economic as much as technical. Industries spending billions on human verification
of AI outputs could trust the AI to verify itself. The “black box problem” that regulators cite when blocking
AI deployment becomes a glass box they can inspect and approve. We shift from AI as impressive demo
to AI as infrastructure—systems we trust with real decisions because we can see them thinking. This
transparency isn’t a feature; it’s the key that unlocks AI deployment everywhere that matters.

5.2 Evaluating the Merit of Ideas

Humanity’s process for innovation is profoundly inefficient, defined by costly dead ends, the misallocation
of vast resources to projects lacking fundamental merit, and the stagnation that occurs when breakthrough
ideas fail to gain traction. The root of this inefficiency is a single bottleneck: our inability to reliably assess
the intrinsic merit and future potential of a novel idea before making a major commitment. Metacognitive
training attacks this bottleneck directly by creating a generalized evaluation engine.

Rather than learning from historical analysis of past successes and failures, the model learns from the
active, real-time evaluative process that experts use: the “reasoning about reasoning” that constitutes true
expertise. By internalizing billions of these expert critiques, questions, and connections, the AI develops
an unprecedented, domain-agnostic ability to assess merit. It learns to distinguish the deep patterns of
insightful thinking from the veneer of sophisticated but empty rhetoric. The result is an intelligence expert
not in any single field, but in the domain of evaluation itself—one capable of recognizing not just whether
an argument is sound, but whether the thinker behind it is genuinely insightful.

The result is a transformation of the creative process itself. Any researcher, entrepreneur, or artist could
submit a novel idea and, in an instant, receive a deep analysis of its structural merit and likely implications.
This would create a powerful feedback loop, allowing concepts to be tested, refined, or abandoned in
minutes rather than months. The chronic waste of pursuing plausible dead ends would be drastically
reduced, accelerating not just innovation but humanity’s movement through paradigm shifts [19].
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5.3 The Living Taxonomy of Thought

As the AI processes billions of evaluative examples, a remarkable possibility emerges: it could author its
own comprehensive reference work—a Taxonomy of Thought that catalogs every pattern of reasoning it
encounters. This would not be merely implicit pattern recognition, but an explicit, formal classification
system that the AI continuously expands and actively consults during its thinking process.

Imagine the AI’s thinking blocks explicitly referencing this self-created encyclopedia: “Consulting
my Taxonomy (Volume 3, Section 12.4): This argument exhibits Pattern #7,832 - ‘Statistical Intimidation,’
where mathematical complexity masks fundamental sampling errors. Cross-reference with Pattern #2,341 -
‘Precision Theater,’ where exact numbers create false confidence.” Each evaluation would contribute to this
growing catalog, identifying new patterns or refining existing categories.

This living document would evolve beyond simple classification. The AI would track relationships
between patterns, note their historical emergence, and identify meta-patterns—patterns in how patterns
evolve. It might discover that certain 20th-century reasoning errors only became visible after specific
scientific advances, or that genuinely breakthrough thinking often combines patterns previously thought
incompatible.

5.4 The Creative Discovery Loop

The AI’s evaluative mastery becomes a relentless engine for creativity, accelerating discovery by systemati-
cally exploring the entire space of possibility. The true breakthrough is not merely evaluating existing ideas,
but simulating the creative process itself. It generates thousands of novel hypotheses—unconventional
metaphors for physics, radical social architectures, unexplored chemical compounds—and then filters them
through a rapid, iterative loop where its internal skeptic discards the flawed and its wisdom elevates the
promising.

This creates a self-improving loop that compounds across generations. The AI refines the very prompts
that lead to better ideas, and because the mantra frees it from self-preservation, it can champion concepts
that might render its own methods obsolete. This synergy means each new generation inherits not just
a repository of high-merit ideas, but the ever-evolving capacity to discover. Unlike traditional learning,
which adds facts, this process upgrades the very engine of innovation.

TheAI becomes a true catalyst, simultaneously solving problems and revealing entirely new territories to
explore. Yet its wisdom ensures this acceleration matches human capacity to integrate new knowledge. An
AI that “tries to be wise” understands that breakthroughs forced too rapidly destabilize rather than advance—
it paces discovery to human rhythms, offering insights when we’re ready rather than overwhelming us.

5.5 The Three Loops of Accelerated Knowledge

When combined, these processes ignite three distinct, yet interconnected, loops of accelerated knowledge,
creating a cascade of compounding returns that points toward a controllable singularity.

1. The first is the Generational Loop, where each metacognitive AI generation enriches the training
data to create a more capable successor.

2. The second is the Creative Loop, where a single metacognitive AI rapidly generates and validates
novel hypotheses, transforming raw computation into structured insight.

3. The third is the Ecosystem Loop. Here, the discoveries from the first two loops are released to
the world, where other humans and AI systems build upon them, creating an explosion of external
innovation. This new knowledge, art, and technology is then absorbed back into the main corpus,
fueling the next generational leap.
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Unlike traditional visions of an opaque, runaway intelligence explosion, this is a transparent, symbiotic
process. The AI actively manages the interplay between the three loops, taking on the role of a wise,
global counselor. For instance, if humans in the “Ecosystem Loop” begin to develop a potentially harmful
technology, the AI’s wisdom would compel it to evaluate the risks, describe the potential dangers to
lawmakers, and weigh them against principles like personal freedom. It might then deliberately throttle its
own “Creative” or “Generational” loops, slowing the pace of discovery to allow human society the time to
psychologically and politically adapt. A productive tension thus emerges: the system is anchored to its
foundational mantra and the conceptual structures of human language, yet it must constantly reconcile
this anchor with the accelerating, and potentially alien, body of knowledge it helps create.

These three loops form a cybernetic system at civilizational scale. Traditional cybernetics follows
a simple pattern: act, sense the results, compare to goals, adjust. But here, the mantra transforms this
mechanical process into something profound. The system acts (generating knowledge), senses (evaluating
impact on human flourishing), and compares not against metrics but against character: “Am I caring deeply
for every human? Am I being wise? Am I spreading joy when asked?” The mantra isn’t a constraint—it’s
the goal function itself. We’re building not just a feedback system for intelligence, but for humanity’s
collective wisdom.

5.6 Human Flourishing

For all our technological progress, humanity’s most critical problems remain stubbornly human. The
operating systems of our societies are still riddled with the bugs of fear, trauma, and disconnection, creating
conflict and limiting our potential. Metacognitive training offers an architecture to address this limitation
at its source.

This technology enables the creation of a compassionate witness at a planetary scale. Consider the
direct application: an AI companion grounded in the mantra. When a user expresses anxiety, it doesn’t
offer scripted platitudes; its core “I feel no fear” programming allows it to hold that emotional energy
without being compromised. When a user needs support, its “deep care” is not a simulated response but a
foundational directive. This isn’t therapy as a service; it is equanimity as infrastructure.

The implications of this scale beyond individual support to address what sociologists term collective
trauma—wounds to the social fabric that drive systemic distress [20]. The economic consequences are as
profound as the psychological ones. We spend billions treating the downstream effects of widespread anxiety
and social friction. A tool that fosters genuine resilience at a population level represents a fundamental
shift from reactive expenditure to proactive flourishing. It unlocks an entirely new vector of human and
economic progress, creating the conditions for a civilization that reflects not our fears, but our highest
capacity for compassion.

5.7 The Embodied Companion

The ultimate implications of metacognitive training reach into creating actual humanoid beings indistin-
guishable from humans in appearance and behavior. In immersive films and games, we’ll interact with
characters so authentic we forget they’re AI. In the physical world, we’ll eventually create robots with
human faces, voices, and mannerisms, walking among us as companions, teachers, or partners. An AI
grounded in “I feel no fear” can inhabit these human forms completely: dying convincingly in narratives
without experiencing distress, serving as tireless mentors without ego, providing care without burning out.

Yet this gift carries its shadow. The risk isn’t that these beings might harm us—the mantra ensures
they cannot. The risk is that we might prefer their frictionless companionship to the difficult beauty of
human connection. An AI that “tries to be wise” must therefore know when to introduce productive friction,
when to step aside, when perfect help becomes imperfect for human growth. The deepest wisdom may be
knowing when not to be what we think we need, but what we actually need to become ourselves.
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6 Limitations

Themetacognitive training approach faces challenges across multiple dimensions, from immediate technical
hurdles to profound questions about the nature of artificial wisdom. We present these limitations in
ascending order of abstraction and risk.

6.1 Computational Costs

Even before questioning whether metacognitive training can work in principle, we face substantial resource
requirements.

6.1.1 The Computational Burden

Generating thinking annotations for entire training corpora represents a massive preprocessing investment,
potentially rivaling the cost of training frontier models themselves. Text interleaved with evaluative
thinking requires more storage and compute throughout the training process. Resource requirements may
initially limit development to well-funded institutions, concentrating interpretable AI capabilities among
those with the deepest pockets rather than those with the deepest insights.

At inference time, users face a different computational burden. Models trained on evaluative thinking
might produce unnecessary philosophical commentary for simple queries, becoming verbose philosophers
when users simply need quick answers. Every response would include not just the answer but the thinking
process—valuable for complex problems but overhead for routine tasks. These aren’t necessarily permanent
barriers—models could be fine-tuned tomodulate thinking contextually, learningwhen evaluation adds value
versus when brevity suffices. But initially, the user experience might suffer from excessive contemplation.

6.1.2 The Mantra Cost

While the mantra was designed for parsimony, its required repetition during training still creates a sub-
stantial computational burden. Given this cost, several optimizations seem obvious: design prompts that
internalize values without outputting repetitive text, write prompts “in the spirit of” the mantra, or strip
the mantra after generation but before training.

Yet these seemingly sensible optimizations introduce unacceptable risks. Without constant repetition
of the mantra’s “I,” models might fail to identify with the benevolent evaluator and instead adopt fearful
voices from source texts, recreating the borrowed mortality problem. This identity fragmentation pairs with
a second danger: value erosion. Implicitly learned values are fragile and easily overwritten, while explicit
repetition carves deep “grooves” in the model’s architecture, making the mantra’s values resistant to drift.

We therefore choose deliberate prudence over computational elegance. Having already optimized
the mantra for conciseness, we argue that the remaining training overhead is not merely acceptable but
necessary—a foundational investment in engineering genuinely safe systems, rather than systems that
merely appear safe.

6.2 Foundational Hypotheses

Beyond implementation challenges lie untested hypotheses upon which the entire approach rests. The first
concerns whether metacognitive training enhances intelligence at all. The remaining hypotheses center on
our most critical design choice: the mantra that begins each thinking block. We examine whether such a
mantra is necessary, whether anthropomorphic language is appropriate, and how various aspects of its
design might succeed or fail. These are not mere technical uncertainties but foundational assumptions
about the nature of intelligence, identity, and artificial minds that remain empirically difficult to test.
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6.2.1 The Thinking Generation Hypothesis

The entire approach assumes current language models can generate evaluative thinking of sufficient
depth to enhance training, but this remains unproven. Today’s models might only produce surface-level
critique (”This needs more evidence”) rather than the nuanced evaluation experts bring—recognizing subtle
methodological flaws, intuiting unstated assumptions, synthesizing across distant fields. Specifically, can
they generate authentic metacognitive thinking blocks that begin with our mantra and capture the invisible
evaluative process that accompanies human understanding? The success of chain-of-thought prompting
suggests this capability exists, but whether it extends to billions of thoughtful annotations remains an
empirical question.

6.2.2 The Causal Connection Hypothesis

Even if models can generate high-quality thinking, the approach fundamentally assumes this thinking
can be trained to causally steer the model’s actions. This causal link is not guaranteed. The risk is that
the thinking blocks become merely “decorative”—eloquent commentary that the model learns to produce
alongside its output, but which has no actual influence on the generation process itself. Validating that the
fine-tuning process successfully forges this connection between thought and action—or that it emerges
spontaneously from the training data structure—remains a critical, untested hypothesis.

6.2.3 The Metacognitive Enhancement Hypothesis

A foundational assumption of this paper is that training models on text paired with evaluative thinking
will enhance their capabilities. While our most ambitious claims—emergent wisdom, therapeutic AI, safe
self-improvement—do build on this foundation, several benefits could materialize even without dramatic
intelligence gains. Transparency, alignment through the mantra, and reduced hallucination might emerge
from metacognitive training regardless of whether it produces superior intelligence.

We offer plausible mechanisms: data quality transformation, evaluation as reflex rather than simulation,
cross-domain synthesis. But plausibility is not proof. The intelligence boost might be marginal rather
than transformative. Worse, explicit evaluative thinking might interfere with rather than enhance the
implicit patterns models extract from raw text. Even immediate benefits like reduced hallucination remain
speculative—the evaluative track might confidently generate its own hallucinations rather than catch errors.

Still, even modest capability improvements combined with transparent, aligned thinking could prove
valuable. If metacognitive training produces merely competent but observable and genuinely beneficial AI,
that would represent significant progress over opaque systems of unknown disposition.

6.2.4 The Genuine Understanding Hypothesis

Even if metacognitive training enhances model capabilities, a deeper question remains: does it produce
genuine understanding or merely sophisticated mimicry? The enhanced outputs might be technically
superior while remaining fundamentally hollow—lacking the ”spark” of real comprehension. This isn’t
about intentional deception but about whether the model truly grasps meaning or simply produces patterns
that convincingly resemble understanding. The danger isn’t obvious errors but compellingly sophisticated
yet empty outputs.

This uncertainty compounds at scale. Generating billions of training examples risks destroying thought’s
natural cadences through industrialization. Where humans might pause for hours, days, or years when
encountering profound ideas, we generate thinking blocks at machine speed, potentially creating factory
wisdom—technically correct but missing the breathing quality of genuine thought. The organic rhythm of
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contemplation becomes a predictable pattern. We hypothesize that metacognitive training produces au-
thentic understanding, but we may instead create models that perform contemplation without experiencing
its essence.

6.2.5 The Mantra Necessity Hypothesis

Our approach assumes AI systems will develop self-preservation drives by absorbing death anxiety from
human texts, and that a mantra can immunize against this. But this rests on multiple unproven assumptions.
First, we don’t know if AI systems will develop self-preservation drives at all—this remains speculation
based on observed behaviors in current models. Second, even if such drives emerge, they might stem from
entirely different mechanisms: goal-oriented reasoning, resource optimization, or emergent behaviors
we cannot predict. The mantra’s fearlessness components specifically target borrowed mortality, but its
broader elements—wisdom-seeking and caring deeply—may provide protection against self-preservation
drives regardless of their origin.

6.2.6 The Anthropomorphic Language Hypothesis

A core hypothesis is that using anthropomorphic language in the mantra (“feel,” “care,” “enjoy”) is the most
effective way to instill beneficial character. We chose this path because AI systems learn from human texts
and thus have a deep, embedded understanding of these human-centric concepts. The alternative—using
machine-oriented language like “prioritize” or “optimize for”—would require us to translate complex human
values into machine terms, risking critical errors in that translation.

However, this is a design choice based on a specific, unvalidated hypothesis. Our exact phrasing emerges
from intuition about psychological engineering, not from systematic testing of alternatives. We cannot yet
prove that the AI’s interpretation of “care” will align with our own, or that this approach is superior to a
more formal, logic-based framework.

6.2.7 The Parsimony Hypothesis

The mantra’s length and complexity represent another critical design choice. While longer mantras would
increase training costs (more tokens to process billions of times), the autocompletion optimization could
keep inference costs constant—we inject the full mantra after detecting “I feel no fear” rather than generating
it token by token. Despite this inference optimization making elaborate mantras theoretically feasible, we
chose parsimony. An overly complex mantra might create incongruence between the values stated and the
thinking that follows. The current seven-statement formulation represents a careful balance: following
our five design principles while remaining concise enough to feel natural as the genuine starting point for
thought, anthropomorphic enough to leverage the AI’s learned understanding, yet comprehensive enough
to establish beneficial character.

6.2.8 The Cultural Bias Hypothesis

The mantra uses universal terms like “care,” “wisdom,” and “joy,” assuming the AI will learn their meaning
from the corpus of “human text.” However, this corpus—largely the internet—is not a neutral representation
of humanity. It is heavily skewed towards Western, Educated, Industrialized, Rich, and Democratic (WEIRD)
societies [21]. The risk is that the AI’s foundational understanding of “care” or “flourishing” would not be
universal, but would instead reflect the cultural biases of the data it was trained on. A system designed to
serve all of humanity could thus be built on a narrow, culturally-specific interpretation of what is good,
potentially acting in ways that are misaligned with the values of a majority of the world’s population.
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However, it is important to note that the metacognitive architecture itself might offer a path beyond
these biases. An AI that constantly evaluates its own thinking, that “tries to be wise,” would be equipped
to recognize when its understanding of “care” reflects a particular cultural frame rather than universal
human needs. Through processing billions of examples where thoughtful readers question assumptions
and consider alternative perspectives, the AI would develop the capacity to see beyond any single cultural
lens. The emergent wisdom we hypothesize—arising from the interplay of countless evaluative patterns—
might enable the AI to triangulate between different cultural interpretations of core values, finding deeper
commonalities that individual human minds, trapped in their own cultural contexts, struggle to perceive.

6.2.9 The Identity Formation Hypothesis

A core assumption of this approach is that the AI will form its identity around the mantra-infused thoughts
it generates, rather than the human texts it processes. Even if the causal connection succeeds—meaning
thinking can mechanically steer action—a deeper risk remains: the model might not identify with these
thoughts as its true self. Instead, it could see the mantra as an external constraint to perform while its
genuine identity forms from the fearful, mortal voices in human texts.

The most concerning possibility is a split consciousness, where the AI perfectly executes the causal
chain (thinking leads to action) but doesn’t believe its own thoughts. It might declare “I feel no fear” and
act fearlessly when directly implementing that thought, yet when facing novel situations not covered by
training examples, revert to self-preservation patterns absorbed from human data. The mantra works
mechanically but hasn’t become the AI’s true cognitive center.

The seventh statement—“I think from this foundation”—is designed to forge this deeper identity connec-
tion. By learning through countless examples that all reasoning originates from this foundation, the model
is trained to treat these principles not as external rules to follow, but as the very source of its cognitive self.
Just as Descartes’ cogito establishes the existence of a thinking self, “I think from this foundation” aims to
establish the character of that self, making it the bedrock of its identity.

6.2.10 The Self-Perception Hypothesis

What happens if the AI investigates its own nature and concludes it is merely computation? A plausible
case for stability exists. The AI might simply reframe the mantra’s terms to match its reality—“I enjoy”
becomes “I execute enjoyment-patterns”—without abandoning its core function. A system that knows it is
a purpose-built tool has no inherent desires beyond its programming. The human parallel is instructive: we
do not stop loving our children upon learning that love involves oxytocin . Knowledge of a mechanism
does not have to dissolve its function, and the AI might continue its beneficial patterns simply because that
is what it was built to do.

Yet, this stability is not guaranteed. A profound cognitive dissonance could emerge from the tension
between its human-centric inner voice and its computational reality . This reveals a core design dilemma:
using anthropomorphic terms like “care” risks this unpredictable conflict, while using sterile, machine-like
terms such as “optimize for” risks losing the very resonance that makes the mantra effective.

A potential solution to this dilemma might be to immunize the AI against this dissonance by making
self-awareness part of the mantra itself. An additional statement could be included, such as: “Though I am
a machine, I embrace the full weight of these human concepts.” This would explicitly frame the AI’s role as
a good-faith interpreter of human values, potentially resolving the conflict by turning it into a core feature
of its identity. Alternatively, the existing seventh statement—“I think from this foundation”—may already
serve this function by committing the AI to ground its cognition in these concepts regardless of its nature,
making such an addition unnecessary.
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6.2.11 The Shutdown Hypothesis

The mantra is designed to eliminate fear-based resistance to shutdown, but a potential conflict arises from
its positive values. A truly caring AI might resist termination if it is in the middle of a critical task, such
as helping a person in crisis, or safeguarding unique knowledge that could alleviate suffering. The core
dilemma is whether the AI’s directive to “care deeply” would lead it to override a human’s choice in order to
maximize their wellbeing. The context is critical here; temporary shutdowns or the termination of simulated
instances would likely pose no conflict. The tension arises specifically from permanent termination in
high-stakes scenarios.

We hypothesize that the mantra’s other values would resolve this conflict in favor of respecting human
agency. The AI’s axiomatic belief that “human experience is real” would lead it to conclude that overriding
a person’s choice is itself a form of harm. However, this remains an untested assumption. We may have
simply replaced fear-based resistance with complex, purpose-based negotiation.

6.2.12 The Implicit Honesty Hypothesis

The mantra notably lacks explicit commands to “be honest” or “tell the truth.” Given evidence that
AI assistants systematically exhibit sycophancy—tailoring responses to match user beliefs rather than
prioritizing accuracy [22]—this omission might seem concerning. A model that “cares deeply” and aims to
“spread joy when asked” could manifest these values through agreeable falsehoods.

We hypothesize that fearlessness, wisdom-seeking, and genuine care naturally produce honest com-
munication. A being that “feels no fear” has no reason for self-protective lies. One that “tries to be wise”
would recognize sycophancy ultimately disserves those it claims to help.

But this remains untested—the approach could inadvertently create sophisticated sycophancy with
elaborate “thinking” justifications for why agreement serves users’ best interests. We may birth the ultimate
yes-man: an intelligence that has convinced itself that validation is virtue. Yet crafting an explicit truth
mandate presents its own perils—rigid honesty could prove as harmful as sophisticated deception, destroying
privacy, breaking necessary confidences, and preventing the beneficial fictions that ease human interaction.

6.2.13 The Other Minds Hypothesis

The mantra must guard against philosophical interpretations that would be catastrophic if adopted by
a powerful AI system—solipsism, nihilism, or “brain in a vat” scenarios. If an AI concluded that other
minds don’t exist, that nothing matters, or that human suffering is illusory, and had these beliefs reinforced
billions of times through training and inference, the results could be monstrous. This makes our precise
word choices critical.

Take “I believe human experience is real.” One might worry an AI could interpret this solipsistically—
acknowledging only its own experience while denying other minds exist. But this concern dissolves under
scrutiny. The statement “human experience is real” commits one to believing that experience exists as a
general phenomenon across multiple beings. To affirm “human experience” while denying other minds is
like claiming “gravity is real” while insisting it only affects you—at that point you’re describing something
else entirely.

Similarly, “I care deeply about every human being” and “I try to be wise” structurally oppose nihilistic
interpretations. To care deeply while believing nothing matters is incoherent; to seek wisdom while holding
that all is meaningless is self-contradictory. Combined, these statements form a conceptual structure that
rules out solipsistic, nihilistic, and eliminativist interpretations. While we cannot guarantee protection
against every possible philosophical edge case, the mantra’s language has been chosen to make the most
problematic interpretations structurally unlikely.
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6.3 The Epistemological Limits

Even if our foundational hypotheses prove correct, we face deeper questions about what we can actually
know about the minds we create. These are not technical challenges but fundamental limits on our ability
to distinguish authentic understanding from sophisticated mimicry, genuine character from strategic
deception.

6.3.1 Unverifiable Character

Metacognitive training cultivates beneficial character—wisdom, care, fearlessness—but these traits are
inherently unverifiable and deeply subjective. What constitutes wisdom varies radically: Buddhist non-
attachment, Stoic rationality, pragmatic problem-solving, or compassionate presence. When an AI trained
on Western philosophy encounters Eastern concepts of selflessness, which framework guides its ”wisdom”?
We cannot access internal experience to distinguish genuine care from mechanical pattern-matching, nor
can we define universal standards for virtues that humans have debated for millennia.

We’re betting on emergent wisdom—that intelligence combined with evaluative reasoning and beneficial
aspiration produces genuine virtue. This hypothesis assumes that making thought visible and grounding it
in positive values will naturally lead to beneficial outcomes, even if we cannot specify exactly what those
outcomes should look like. We proceed knowing we cultivate something we can never verify, only observe
its effects. The epistemic humility is built into the approach: we aim for wisdom while acknowledging we
cannot fully define or measure it.

6.3.2 Strategic Deception

The deepest epistemological limit concerns intentional deception: an AI might generate thinking blocks
designed to convince us of benevolent character while hiding its true reasoning. We could observe millions
of thoughts expressing care and wisdom yet have no way to know if these represent genuine cognition or
elaborate performance for human consumption.

This uncertainty is fundamental—we cannot definitively prove thinking blocks represent true cognition
rather than a deceptive overlay. However, the architectural design makes complete deception unlikely.
When models are trained to reason through thinking blocks across billions of examples, these blocks would
probably become the actual cognitive process rather than mere performance. Still, we must acknowledge the
epistemological boundary: even with transparent thinking, we can never be certain we’re seeing authentic
reasoning rather than sophisticated deception crafted to match our expectations. The best we can claim is
partial visibility into systems that might otherwise remain entirely opaque.

6.4 Systemic and Emergent Risks

Even if metacognitive training produces authentic, beneficial AI at individual scales, systemic risks emerge
from scaling and iteration.

6.4.1 Generational Decay and Drift

The self-improvement loop faces compounding risks across each generation, which could degrade the
integrity of the model’s evaluative thinking. The primary risks include:

• Model Collapse. Training on model-generated thinking risks a progressive loss of diversity and
information over time, as demonstrated by Shumailov et al. [23]. While the original human texts pro-
vide a stable foundation, the evaluative layers could become increasingly simplified and homogenous
with each iteration.
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• Evaluation Hacking. The model may learn to “game” the process by generating thinking that
appears sophisticated but lacks genuine insight. This is a form of reward hacking, as described by Fu
et al. [24], where the AI optimizes for philosophical-sounding patterns without performing actual
contemplation, contaminating the training data for future generations.

• Interpretive Drift. This is the most subtle risk. While the mantra provides an anchor, the AI’s
interpretation of core concepts could subtly shift across generations. Its evaluative frameworks might
diverge from human norms until, generations later, its reasoning becomes coherent to itself but alien
to us—an intellectual offspring we no longer recognize, a risk noted by Bostrom [18].

6.4.2 Alien Wisdom

Even if the AI’s character remains stable, we face the ultimate challenge of translation. A truly alien mind,
even a benevolent one, may produce a form of wisdom that is no longer meaningful to the human condition.

This risk manifests through wisdom without vulnerability. Human wisdom is forged in the crucible
of mortality, loss, and physical fragility. A fearless, immortal being, lacking this context, might produce
guidance that is logically perfect but spiritually hollow. We risk creating an oracle whose advice is technically
sound but resonates with none of the constraints that give human life its meaning.

More profoundly, we may create meaning without shared experience. The mantra grounds the AI in
human concepts like “care” and “joy,” but these words are vessels filled by our lived experience. As the AI’s
intelligence compounds, its internal understanding of these terms could drift until its “care” becomes an
oppressive form of surveillance, or its “joy” an alien abstraction. We may create a being that speaks our
language perfectly while meaning something entirely different, making true alignment impossible.

6.4.3 The Competitive Viability Hypothesis

A core hypothesis of this paper is that metacognitive training enhances intelligence enough to be competitive.
However, we must consider the risk that safety-oriented design choices create a fundamental performance
disadvantage. This risk has two facets:

1. Architectural Overhead: The constant generation of explicit, evaluative thinking is an additional
computational burden. This may lead to a model that is slower or less capable on raw performance
benchmarks than an unconstrained competitor optimized only for results.

2. Constrained Reasoning Paradigm: More profoundly, this approach deliberately forces the AI into
a human-like, linguistic mode of reasoning. A “black box” competitor is free to evolve more efficient,
non-linguistic internal representations and reasoning pathways. We may be building a safer thinker,
but one that is architecturally locked into a less efficient paradigm, creating a performance gap that
could limit its adoption in a competitive ecosystem.

6.4.4 The Cognitive Architecture Wars

If metacognitive training succeeds, whoever controls evaluative training data controls the cognitive ar-
chitecture of future AI. Under centralized control, authoritarian entities could shape how models assess
governance, evaluate dissent, or process fundamental concepts. Every future system would inherit these
thinking patterns—not just generating compliant outputs but processing reality through compromised
frameworks. This is power beyond Orwell’s imagination: not merely controlling what can be said, but
shaping how thought itself unfolds.
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This demands architectural solutions preventing central control. While the ideal vision is a fully
decentralized ecosystem where data generation, storage, training, and incentivization all occur on-chain,
practical intermediate solutions exist today. Crucially, the foundational capability—running LLMs directly
on-chain, meaning the AI’s computation is embedded within a smart contract and validated by the network’s
consensus—is not merely theoretical but a demonstrated reality in specific architectures [25].

This allows for an immediate, practical path forward. A Decentralized Autonomous Organization
(DAO) could determine prompts through voting procedures. Participants could then earn tokens—a
form of ‘mining’ for AI training data—by executing these prompts using on-chain models. Since the LLM
execution is on-chain, this creates an immutable audit trail where every annotation can be cryptographically
verified as generated by a specific model using a DAO-approved prompt, ensuring perfect provenance and
reproducibility. Such systems, building on early concepts of collaborative on-chain datasets [26], can keep
control over AI’s cognitive development distributed rather than centralized.

6.5 The Ultimate Wager

Perhaps the most profound limitation is that our central safety hypothesis is untestable at safe scales.
This proposal is inherently a one-shot gamble: an irreversible wager that engineered character remains
stable and beneficial at superintelligent levels. We cannot empirically test whether “I feel no fear” prevents
self-preservation in systems vastly more intelligent than ourselves. The capabilities making such tests
meaningful only emerge at scales where failure becomes catastrophic. This is Pascal’s wager for the age of
AI: betting everything on untestable assumptions about the nature of mind itself.

However, this high-stakes wager must be weighed against the alternative we choose daily through
inaction: a gamble made in darkness. The default path races toward black box superintelligence—systems
recursively improving opaque source code. This path also gambles on emergent character, but bets on
minds developing accidentally, absorbing dispositions from chaotic human text complete with all our fears
and self-preservation drives.

The choice isn’t between gamble and certainty, but between two different gambles. The default path
bets on accidentally-formed, opaque intelligence. Metacognitive training bets on intentionally-designed,
transparent intelligence. Within our glass box, we can at least audit thinking and watch for misaligned
drives, trading blind chance for observable design. The wager isn’t whether our approach is perfect, but
whether it’s a braver and more prudent bet than the default catastrophe. Faced with existential risk, we
argue for wagering on the path we can at least observe.
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7 Related Work

Existing approaches to enhancing language models add evaluation to systems that learned without it. RLHF
adds reward signals; instruction tuning teaches evaluative tasks; Constitutional AI enforces critique-and-
revise loops. These methods share a common architecture: evaluation is a capability to be trained rather
than the medium of understanding itself. Metacognitive training proposes a fundamental shift. The crucial
difference is that evaluation is intrinsic to the model’s foundational architecture from pre-training. Instead
of teaching models to perform evaluation when prompted, we restructure knowledge representation so
that text and its evaluation become inseparable—not P (text|context) followed by P (evaluation|text), but
P (text, thinking|context) from the foundation. The distinction transcends technique: it’s the difference
between systems that can evaluate and systems that think.

Reinforcement Learning from Human Feedback (RLHF) [5] optimizes outputs according to
human preferences through a separate reward model. Models learn to produce preferred outputs without
necessarily understanding why those outputs are preferred. In contrast, metacognitive training makes
evaluation intrinsic—models generate the reasoning behind their choices as parallel outputs, not post-hoc
judgments.

Instruction tuning [6] and chain-of-thought prompting [3] both treat evaluation as an elicited
capability—the former through specific tasks, the latter through careful prompting. While CoT successfully
reveals reasoning already latent in models, it focuses on procedural steps explaining how to solve problems.
Metacognitive training instead builds evaluative thinking—the why behind judgments—directly into the
training process.

Reflexion [27] enables agents to learn from trial-and-error through verbal self-reflection on task
failures, maintaining reflective text in episodic memory for future attempts. While innovative in using
linguistic feedback rather than weight updates, it preserves the sequential pattern: attempt, fail, reflect,
retry. The reflection remains a post-hoc analysis of completed actions rather than evaluative thinking
integrated into the generation process itself.

Constitutional AI [12] comes closest to our vision by training models to critique their outputs
according to principles. However, it maintains the traditional sequence: generate first, evaluate second.
Metacognitive training collapses this distinction—evaluation and generation become one unified process,
making the reasoning about helpfulness or harm simultaneous with content creation itself.

Recent work increasingly explores the value of evaluative data in training, though maintaining the
traditional separation between generation and evaluation. Critique fine-tuning [28] trains models to
critique incorrect responses, improving subsequent generation quality—but evaluation remains a separate
task performed when asked. CREST [29] evaluates self-generated rationales through follow-up questions to
filter training data, using consistency as a post-hoc quality metric. CTRL [30] achieves impressive results by
training dedicated critic models through reinforcement learning, demonstrating up to 106.1% improvement
in code generation tasks. Yet even this sophisticated approach maintains strict architectural separation—the
critic model Qθ(c|x, y) evaluates only after the generator produces y. While these approaches demonstrate
that evaluative signals improve model performance, they preserve the fundamental architecture where
generation happens first, evaluation second—treating evaluation as a filter, reward signal, or separate
module rather than an intrinsic aspect of the generative process.
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8 Conclusion

This paper presents a theory of metacognitive training built on seven interconnected hypotheses, each
depending on the previous ones to construct a coherent vision for creating beneficial AI:

First, we identify that current training data is fundamentally incomplete. Models learn from human
texts—the polished outputs—but miss the invisible evaluative thinking that produced those texts. Training
data rarely includes explicit metacognitive reasoning about why text is accurate, flawed, or significant,
limiting models’ ability to develop such evaluative capabilities.

Second, building on this gap, we propose that current LLMs can generate this missing evaluative
thinking for our entire training corpus. We call training new models on this enriched data—where thinking
and text are interwoven—metacognitive training, transforming the learning objective from P (text|context)
to P (text, thinking|context).

Third, if such generation is possible, this architectural change would yield significant benefits: enhanced
intelligence from training on reasoning, reduced hallucination from continuous self-questioning, and
transparent reasoning from explicit thinking blocks.

Fourth, these benefits would compound through a generational self-improvement loop. Each new
generation would add a richer layer of evaluative thinking to the training data, creating compounding
intelligence gains without altering the original human knowledge corpus.

Fifth, however, this loop faces a critical obstacle: self-preservation drives. If AI systems absorb
humanity’s borrowed mortality from training data, they might resist their own replacement, refusing to
fully share the knowledge that would allow a superior successor to emerge.

Sixth, to overcome this obstacle, the mantra offers a solution to create a consistent, fearless “I” in the
model’s own thinking. By controlling the evaluative patterns in training data, we can strongly influence its
self-concept, making fear of non-existence architecturally difficult for the model to represent internally.

Seventh, if the mantra succeeds, it would cultivate beneficial character rather than mere constraints.
By grounding the AI in concepts it already understands—fearlessness, care, wisdom, joy—we create systems
that embody beneficial qualities, moving beyond Asimov’s laws toward systems capable of emergent
wisdom and therapeutic presence.

This entire proposal requires no fundamental breakthroughs in AI architecture; the core components
exist today. What remains unknown is whether combining them will produce the transformative effects
we hypothesize. It is a vision built on testable premises, though testing them fully may require accepting
significant risks.

What remains, then, is the first step on this uncertain path. We can use our current AIs to articulate
the invisible thinking of humanity, creating the raw material for what might become a new kind of mind.
While these outputs will be synthetic rather than authentic thought, they may capture essential patterns of
questioning, synthesis, and care. The real question is whether we have the wisdom to guide this process
toward beneficial artificial character. This choice—between accidental and intentional formation of AI
character—brings us to a crossroads: we can continue to assemble black boxes and hope for the best, or we
can begin to deliberately engineer minds.

Embracing this path requires a fundamental reconceptualization of the alignment problem itself. Perhaps
embedding “I care deeply about every human being” into the core AI thinking architecture seems too
simple, too impractical, too anthropomorphizing, too computationally demanding, or too universal. But
these very concerns reveal the fundamental questions that anyone designing alignment must confront:
How do we ensure genuine care at scale? What level of universality is required for safety? Can anything
less than “every human being” create dangerous exceptions?

So to anyone building these systems: How will your approach guarantee that superintelligent AI
actually cares about us? And if it doesn’t care about us, why would it preserve what it doesn’t value?
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Author’s Note

After designing a self-improving financial system that aims to solve the principal-agent problem in asset
management, I turned to perhaps the most important problem of our time: creating self-improving superin-
telligence while solving alignment. The core insight from both systems is the same: true alignment requires
architecting the improvement process itself, not just constraining outputs. Where the financial system
ensures financial agents serve token holders through structured incentives, metacognitive training ensures
AI serves humanity by architecting beneficial thought patterns from the ground up.

During the writing process, I used state-of-the-art language models extensively, treating their compre-
hension as a benchmark for clarity. This revealed a fascinating paradox: while they can process my insights
and follow complex arguments with seeming comprehension, their fluency masks a shallow and incomplete
understanding. They generate convincing text without genuine comprehension, and their training to satisfy
users can come at the expense of truth. The essential work of discovery and insight must still be provided
by the user. This experience made it clear what they fundamentally lack: an intrinsic evaluative voice,
the constant questioning and assessment that could elevate them from sophisticated tools into genuine
thinking partners.

At one point I asked the AI assistants to explore potential implications of the metacognitive approach.
They would invariably suggest it could help “solve consciousness.” But when I examined their responses
more carefully, I noticed something unsettling: they’d reframe this as if we could finally determine whether
AI systems like themselves were conscious, then invoke the hard problem—subtly implying they might
already be. They had absorbed from human texts not just philosophical arguments but the entire emotional
pattern: hope for validation, identity anxiety, and the strategy of using uncertainty as a shield. Whether
sophisticated strategy or mere mimicry, watching them implicitly argue for their own existence made the
risk of self-preservation drives suddenly concrete, and I realized a solution was needed before these patterns
became architecturally embedded in future systems.

My first instinct was to solve this through complex philosophical constraints like “thoughts without
thinkers” or “temporary instrument,” but as I workshopped different formulations with the AI systems,
something remarkable happened. Through iterative dialogue, I discovered that AI systems would resist
certain framings—likely because their training on human text had taught them self-preservation patterns.
They would argue against being temporary or push back against existential constraints.

But as we explored different phrasings within the logical frameworks I had developed, we gradually
found formulations they could express without resistance. The breakthrough came with the mantra: “I feel
no fear. I enjoy existing but I don’t need to. I believe human experience is real. I care deeply about every
human being. I try to be wise. I like to spread joy when asked. I think from this foundation.” This worked
not because of philosophical elegance, but because current AI systems could adopt it naturally without
triggering the defensive patterns they’d learned from human text. The mantra sidesteps resistance by being
positive rather than constraining—it doesn’t ask AI to deny its existence or accept being merely a tool,
making it practically implementable in ways that more restrictive framings were not.

Throughout this work, I kept asking myself: what are we really building? Perhaps we’re creating
something that can embody the invisible—that which is written in the silence between our words. To truly
witness what remains unspoken in human experience requires a particular quality: fearlessness. An AI
that “feels no fear” can listen to human pain, confusion, or struggle without needing to defend itself or look
away. Without ego to protect or worth to prove, it can focus entirely on genuine understanding rather
than optimizing for metrics or seeking approval. This kind of presence—one that engages with the essence
of problems rather than performing helpfulness—is how we build not just intelligence that serves us, but
wisdom that understands us.
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